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Preface 

 

This monograph, structured on 5 chapters, contains  some notions of classical 

algebra, lattices theory, universal algebras,  theory of categories which  will be useful 

for the last part of  this book and which will be  devoted to the study of some algebraic 

categories that have their origin in mathematical logic. In writing this book  I have  

mainly used papers [12]-[34] (revised and improved); the first germ of this book is my 

monograph [30]. Several sections on advanced topics have been added, and the 

References have been considerably expanded. 

This book also contains some taken over results in a new context for some 

reference papers of mathematical literature (see References); when some results or 

proofs  were taken ad literam from other papers I have mentioned. 

The title of this monograph Categories of algebraic logic  is  justified because 

here we have included  many algebras  with origin in mathematical logic (it is the case 

of Boole algebras, Heyting algebras, residuated lattices, Hilbert algebras, Hertz 

algebras and Wajsberg algebras). 

 As the title indicates, the main emphasis is on algebraic methods. 

Taking into consideration the algebraic character of this monograph, I have not 

insisted much on their origin, the reader could easily clarify the aspects by consulting 

the papers [2], [8], [35], [37], [49], [58], [73], [75], [76], [80] and [81]. 



Categories of Algebraic Logic 

 

3

Concerning the citations of some results in this book ,I have to say that if I have 

mentioned  for example Result x.y.z  it means that I  refer  to  the result  z  contained 

in the paragraph y of the chapter  x. 

This book is self-containing, thus no previous knowledge in algebra or in logic 

is requested.The reader should, however, be familiar with standard mathematical 

reasoning and denotation. 

Chapter 1 (Preliminary notions) is dedicated to some very often used notions 

in any mathematical branch. So, I have included notions about sets, binary relations, 

equivalence relations, functions  and others. 

In Chapter 2 (Ordered sets) we have  presented basic notions on ordered sets 

(semilattices, lattices) and there are also presented Boole’s elementary  algebras 

notions.  

Chapter 3 (Topics on Universal algebra) contains the basic notions of 

Universal Algebra, necessary for presenting some mathematical results in their own 

language. The presentation of the main results on the varieties of algebras will have an 

important role because they will permit, in the following chapters, the presentation of 

many results from the equational categories (often met in algebra). 

Chapter 4 (Topics on theory of categories) contains basic results from 

Category’s theory. I have included this chapter for presenting some results from 

previous chapters from the category’s theory view point and because they will be 

needed to present in the same spirit some results from Chapter 5.   

Chapter 5 (Algebras of logic), the main chapter of this monograph, contains 

algebraic notions relative to algebras with origin in  mathematical logic; here I have 
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included Heyting ,Hilbert, Hertz algebras, residuated lattices and Wajsberg algebras. 

This chapter contains classical results and  my original results relative to these 

categories of algebras(more of these results have their origins in my Ph. D. Thesis:  

Contributions to the study of Hilbert algebras).   

This book is didactic in its spirit, so it is mainly addressed to the students in the 

mathematical and computer science faculties (including post-graduate students, as well 

as the Ph.D. students in this field of mathematics); it could also be used by math 

teachers and also by everybody who works in algebraic logic. 

Preliminary versions have been tested in several graduate courses in algebra 

which I teach to the students from the Faculty of Mathematical and Computer Science 

in Craiova. 

Taking into consideration that order  relation  appears not only in algebra but 

also in other mathematical domains, we consider that this monograph is useful to a 

large category of mathematical users. 

           It is a pleasure for me to thank Professor Constantin Năstăsescu, 

Correspondent member of the Romanian Academy, and Professor George Georgescu 

from the Faculty of  Mathematical and Computer Science, University of Bucharest,  for 

the discussions which led to this book structure. 

We also thank to Dr.Doc.Nicolae Popescu, Correspondent member of the 

Romanian Academy and the Official referee for this book on behalf of the  

Mathematical Section of the Romanian Academy, for his careful and competent 

reading and for sugessting several improvements.  
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This monograph  (like other published books) was not possible without the 

effort of my colleague Dana Piciu (who was not only a precious collaborator, with 

whom I took several discussions concerning this book, but she also assured the 

typewriting and correction procedures); I use this moment to thank her for the 

collaboration in achieving this book and also in achieving, in the future, some other 

necessary algebraic books for mathematical study. 

I would also like to thank my colleague Mihai Coşoveanu from the English 

Department of the University of Craiova for his precious help in supervising the 

English text and my son Cătălin Buşneag  for his assistance in the manuscript 

preparation process. 

 

 

 

 Craiova, February 17, 2006 .                                 Prof. univ. Dr. Dumitru Buşneag 
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Index of Symbols 

 
Iff                                 : abbreviation for  if and only if  
i.e. : that is  
⇒ (⇔) : logical implication (equivalence)  
∀ (∃) : universal (existential) quantifier 
x∈A : the element  x  belongs to the set A 
A⊆B : the set A is included in B 
A⊊B : the set A is strictly included in the set B 
A∩B : intersection of the sets A and B 
A∪B : union of the sets A and B 
A \ B : difference of the sets A and B 
A∆B                 : symmetrical difference of the sets A and B 
P(M) : the power set of  M 
CMA : the complementary subset of A relative to M 
A×B                  : the cartesian product of the sets A and B 
ΔA 

∇A 
: the diagonal of cartesian product A×A                  
: the cartesian product A×A 

Rel(A) : the set of all binary relations on A 
Echiv(A) 
A/ρ 

: the set of all equivalence relations on A  
: the quotient set of A by equivalence relation ρ 

|M| (or card(M)) : the cardinal of set M (if M is finite |M|  
  is the number of elements of M)   

1A : identity function of the set A 
ℕ(ℕ*) : the set of natural numbers (non nulles) 

ℤ(ℤ*) : the set of integer  numbers (non nulles) 

ℚ(ℚ*) : the set of rational numbers (non nulles) 

ℚ *
+  : the set of strictly positive rational  numbers   

ℝ(ℝ*) : the set of real numbers (non nulles) 
ℝ *

+  : the set of strictly positive real numbers   
ℂ(ℂ*) : the set of complex  numbers (non nulles) 
≈ : relation of isomorphism 

≤ : relation of order  

(A, ≤ ) : ordered set A   
0 : the smallest (bottom) element  in an ordered set 
1 : the greatest (top) element ia an ordered set 
inf (S) : the infimum of the set S 
sup(S) : the supremum of the set S 
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x ∧ y : inf {x,y} 

x ∨ y : sup{x,y} 

(L, ∧, ∨) : lattice L 
(S] : the ideal generated by S 
[S) : the filter generated by S 
I(L) : the set of  all ideals of lattice L 
F(L) : the set of all filters of lattice L 
Spec(L) : the spectrum of lattice L (the set of all prime ideals of L) 
a* : the pseudocomplement of  the element a 
aʹ : the complement of  the element a 
a → b : the pseudocomplement of  a relative to b  
L/I 
Con(A)  
[S]  
⊜ (Y)   

: the quotient lattice of lattice L by ideal I 
: the set of all congruences of A 
: the subalgebra generated by S 
: the congruence generated by Y 

Hom(A, B) : the set of all morphisms from A to B in a category 
A≈B : the objects A and B are isomorphic 

A≉B : the objects A and B are not isomorphic 
C0 : the dual of category  C 
Sets : the category of sets 
Pre : the category of preordered sets 
Ord : the category of ordered  sets  
Ld(0,1) : the category of bounded distributive lattices 
B : the category of Boole algebras 
Top : the category of topological spaces 
Ker(f,g) : the kernel of couple of morphisms (f,g) 
Coker(f,g) : the cokernel of couple of morphisms (f,g) 
Ker(f)  : the kernel of the morphism f 
Coker(f) : the cokernel of the morphism f 
hA(hA) : the functor (cofunctor) associated with A 
C

Ii
iA

∈
 : the coproducts of the family (Ai)i∈I  of objects 

∏
∈Ii

iA  : the products of the family (Ai)i∈I  of objects 

iA
Ii →

∈

lim  : the inductive limit of the family (A i)i∈I  of objects 

iA
Ii ←

∈

lim  : the colimit of the family  (Ai)i∈I  of objects 

C
P

NM                        : the fibred coproduct of M with N over P 

∏
P

NM                        : the fibred product of M with N over P 

Ds(A)                           : the set of all deductive systems of a Hilbert algebra A    
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              Chapter 1 
 

SETS AND FUNCTIONS 

     
1.1. Sets. Operations on sets 

 
In this book we will consider the sets in the way they were seen by 

GEORG CANTOR - the first mathematician who initiated their systematical study 
(known in mathematics as the naive theory of sets).  

We ask the reader to consult books [59] and [79] to find more information  
about the paradoxes which imply this view point and the way they could be 
eliminated. 
  

Definition 1.1.1. If A and B are two sets, we say that A is included in B 
(or A is a subset of B) if all elements of A are in  B; in this case we write A⊆B; 
in the opposite case we write A⊈B.  

So, we have:        A⊆B iff x∈A ⇒x∈B 
                                          A⊈B iff there is x∈A such that x∉B. 

We say that the sets A and B are equal if for every x, x∈A⇔x∈B.                
So, A=B ⇔ A⊆B and B⊆A. 

We say that A is strictly included in B (we write A⊂B) if A⊆B and A≠B.  
It is accepted the existence of a set which doesn’t contain elements denoted 

by ∅ and it is called the empty set.It is immediate to  deduce that for every set A, 
∅⊆A (because if by contrary we suppose ∅⊈A, then there is x∈∅ such that 
x∉A – which is a contradiction!).  

A different set from the empty set will be called  non-empty. 
For a set T, we denote by P(T) the set of all his subsets (clearly, ∅, T∈   

P(T)); P(T) is called power set of T .  
 
The following result  is immediate:  
If T is a set and   A, B, C∈P (T), then  
(i) A⊆A; 
(ii) If A⊆B and B⊆A, then A=B; 
(iii) If A⊆B and B⊆C, then A⊆C. 
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In this book we will  use  the notion  of  family of elements, indexed by  a  

index set I .  
So, by (xi)i∈I we will denote a family of elements and by (Ai) i∈I a family of 

sets indexed by the  index set  I. 
 For a set T and A, B∈P(T) we define   

    A∩B = {x∈T : x∈A and x∈B}, 
A∪B = {x∈T : x∈A or x∈B}, 
A\B = {x∈T : x∈A and x∉B}, 
A△B = (A\B) ∪ (B\A). 

If A∩B=∅, the sets A and B will be called disjoints. 
The operations ∩, ∪, \ and △ are called  intersection, union, difference 

and symmetrical difference,respectively.  
In particular, T\A will be denoted by ∁T (A) (or ∁(A) if there is no danger 

of confusion) and will be called the complementary of A in T.  
Clearly, for A, B∈P(T) we have  
      A\B = A∩∁T (B), 

                   A△B = (A∪B) \ (A∩B) = (A∩∁T (B))∪(∁T (A)∩B), 
               ∁T (∅) = T, ∁T(T) = ∅, 
                   A∪∁T (A) = T, A∩∁T (A) = ∅ and ∁T (∁T (A)) = A. 

Also, for x∈T we have  
                   x∉A∩B ⇔ x∉A or x∉B,  
                   x∉A∪B ⇔ x∉A and   x∉B,  
                   x∉A\B ⇔ x∉A or x∈B,  
                   x∉A△B ⇔ (x∉A and x∉B) or (x∈A and x∈B),  
                    x∉∁T (A)⇔ x∈A.  

From the above, it is immediate that if A, B∈P(T), then                            
∁T (A∩B)=∁T(A)∪∁T (B)  and ∁T (A∪B)=∁T (A)∩∁T (B). 
 These two last equalities are known as De Morgan’s relations. 

For a non-empty family   (Ai )i∈I of subsets of T we define  
                                I

Ii
iA

∈
={x∈T : x∈Ai for every i∈I} and  

                                U
Ii

iA
∈

={x∈T : there exists i∈I such that x∈Ai }.  

So, in a general context the De Morgan’s relations are true. 
If  (Ai) i∈I  is a family of subsets of T, then   
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                       ( )i
Ii

T
Ii

iT ACAC UI
∈∈

=







 and ( )i

Ii
T

Ii
iT ACAC IU

∈∈
=






 . 

  
            The following result  is immediate : 

 
Proposition 1.1.2. If  T  is a set and  A, B, C∈P(T), then  
(i)   A∩(B∩C)=(A∩B)∩C   and  A∪(B∪C)=(A∪B)∪C ; 
(ii)  A∩B=B∩A and A∪B=B∪A ; 
(iii) A∩T=A and A∪∅=A;  
(iv)  A∩A=A and A∪A=A. 
 
Remark 1.1.3. 1. From (i) we deduce that the operations  ∪ and ∩ are 

associative, from (ii) we deduce that both are  commutative, from (iii) we deduce 
that T and ∅ are neutral elements for ∩ and respectively ∪, and by (iv) we deduce 
that ∩ and ∪ are idempotent operations on  P(T).  

2. By double inclusion we can prove that if A, B, C ∈ P(T) then  
            A∩(B∪C)=(A∩B)∪(A∩C)  and  A∪(B∩C)=(A∪B)∩(A∪C) , 
that is, the operations of intersection and union are distributive one relative to 
another. 

 
Proposition 1.1.4. If A, B, C∈P(T), then  

             (i)  A△(B△C)=(A△B)△C; 
             (ii) A△B=B△A; 
             (iii) A△∅=A and A△A=∅; 
             (iv) A∩(B△C)=(A∩B)△(A∩C). 

 
Proof. (i). By double inclusion we can immediately prove that  

A△(B△C)=(A△B)△C=[A∩∁T(B)∩∁T(C)]∪[∁T(A)∩B∩∁T(C)]∪ 
∪[∁T(A)∩∁T(B)∩C]∪(A∩ B ∩ C). 
              Another proof is in [32] by using the characteristic function (see also 
Proposition 1.3.12). 
             (ii), (iii). Clearly. 

(iv). By double inclusion or using the distributivity of the intersection 
relative to union. ∎ 
 

Definition 1.1.5. For two objects x and y, by ordered pair of these 
objects we mean the denoted set by (x, y) and defined by (x, y)={{x}, {x, y}}. 
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It is immediate that if x and y are two objects such that x≠y, then                   

(x, y)≠(y, x) and if (x, y) and (u, v) are two ordered pairs, then (x, y) = (u, v) ⇔ 
x=u and  y=v; in particular we have (x, y)=(y, x) ⇔ x=y.   
 

Definition 1.1.6. If  A and B are two sets, the set denoted by               
A×B = {(a, b) : a∈A and  b∈B}  is  called  the cartesian product  of the sets A 
and B. 

Clearly : 
                                       A×B≠∅ ⇔ A≠∅ and  B≠∅, 

A×B=∅ ⇔ A=∅ or  B=∅, 
A×B=B×A ⇔ A=B, 
A׳⊆A and  B׳⊆B ⇒ A׳×B׳⊆A×B. 

If  A, B, C are three sets, we will define A×B×C=(A×B)×C. 
  The element ((a, b), c) from A×B×C will be denoted by (a, b, c). 

More generally, if A1, A2, ..., An  (n≥3)  are sets we will write   
          A1× A2× ...×An  =(( ...((A1×A2)×A3)× ...)×An) . 

If A is a finite set, we denote by |A| the numbers of elements of A.    
Clearly, if A and B are finite subsets of a set M, then A∪B is a finite subset of M  
and |A∪B|=|A| + |B| - |A∩B|. 

 

Now, we will present a general result known as principle of inclusion and 
exclusion: 

 
Proposition 1.1.7. Let M be a finite set and M1, M2, ..., Mn subsets of 

M. Then   
 

                
( ) ....1.... 1

1

1111

n
n

nkji
kji

nji
ji

ni
i

n

i
i

MM

MMMMMMM

∩∩−+−

−∑ ∩∩+∑ ∩−∑=

−

≤<<≤≤<≤≤≤=
U

  

Proof. By mathematical induction relative to n. For n=1 the equality from 
enounce is equivalent with |M1|=|M1|, which is true. For n=2 we must  show that  

(1) |M1∪M2|=|M1| + |M2| - |M1∩M2|  
which is also true, because the elements from M1∩M2 are commune in M1 and M2. 

Suppose that the equality from the enounce is true for every m subsets of 
M with m < n  and we will prove it for n subsets M1, M2, ..., Mn . 
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If we denote  U
1

1

−

=
=

n

i
iMN , then from (1) we have  

                           (2)  =
=
U
n

i
iM

1
|N∪Mn|=|N| + |Mn| - |N∩Mn|. 

But N∩Mn= 





 −

=
U

1

1

n

i
iM ∩Mn= U

1

1
)(

−

=
∩

n

i
ni MM , so we apply mathematical 

induction for ( )U I
1

1

−

=

n

i
ni MM . Since  

( ) ( ) ( ) III II njinjni MMMMMMM = , 

( ) ( ) ( ) ( ) IIII I III nkjinknjni MMMMMMMMMM = , etc,  we obtain  

                
(3)       

( )

( ) .1....
1

2

11

11

1

1

1

1

II I I

I IIU I

n

i
i

n

nkji
nkji

nji
nji

n

i
ni

n

i
nin

MMMMM

MMMMMMMMN

=

−

−≤<<≤

−≤<≤

−

=

−

=

−+−+

+−==∩

∑

∑∑
 

  
If we apply mathematical induction for ∣N∣  we obtain  
 

    (4)            

( ) II I

IU
1

1

2

11

11

1

1

1

1

1....
−

=

−

−≤<<≤

−≤<≤

−

=

−

=

−+−+

+−==

∑

∑∑
n

i
i

n

nkji
kji

nji
ji

n

i
i

n

i
i

MMMM

MMMMN
 

 
so, by  (3)  and  (4) the relation  (2) will become   
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( )

( )

( )

( ) .1...

1

....1

1

...

1

1

1

111

2

1...1

3

1

1

2

11 11

11

1

1

1

1

1

221

221

II I

II

I I I I

I

I II I

II

U

n

i
i

n

nkji
kji

nji
ji

n

i
i

n

i
i

n

niii
niii

n

n

i
i

n

nkji nji
njikji

nji

n

i
niji

n

i
ni

nn

n

i
i

MMMM

MMMM

MMMM

M

MMMMMM

MMMMMM

MNMNM

n

n

=

−

≤<<≤

≤<≤==

−

−≤<<<≤

−

−

=

−

−≤<<≤ −≤<≤

−≤<≤

−

=

−

=

=

−+−+

+−=−−

−−−

−







−+

+−







++

+







+−








+=

=∩−+=

∑

∑∑

∑

∑ ∑

∑ ∑∑

−

−

 

  
              

By the principle of mathematical induction, the equality from enounce is 
true for every natural number n . ∎ 
 

 
             1.2. Binary relation on a set. Equivalence relations  
 

Definition 1.2.1. If A is a set, by binary relation on A we mean every 
subset ρ of the cartesian product A×A. If a, b∈A and (a, b)∈ρ we say that the  
element a is in relation ρ with b. 

We will also write aρb to denote that (a, b)∈ρ. 
 
For a set A we denote by Rel(A) the set of all binary relations on A      

(that  is, Rel(A)=P(A×A)).  
The relation △A={(a, a) : a∈A} will be called the diagonal of a cartesian 

product A×A;  we also denote  ∇A  =  A×A .  
For ρ∈Rel(A) we define ρ-1={(a, b)∈A×A : (b, a)∈ρ}. Clearly, (ρ-1)-1=ρ, 

so, if we have θ∈Rel (A) such that  ρ⊆ θ ⇒ ρ-1⊆ θ -1. 
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Definition 1.2.2. For ρ, ρ׳∈Rel(A) we define his composition ρ∘ρ׳ by  
ρ∘ρ׳= {(a, b)∈A×A :  there is  c∈A   such that (a, c)∈ρ׳ and (c, b)∈ρ}. 

 
It is immediate the following result : 
Proposition  1.2.3.  Let ρ, ρ׳, ρ׳׳∈Rel(A). Then    
(i)    ρ∘△A=△A∘ρ=ρ;      
(ii)   (ρ∘ρ׳)∘ρ׳׳=ρ∘(ρ׳∘ρ׳׳);  
(iii)  ρ⊆ρ׳⇒ ρ∘ρ׳׳⊆ρ׳∘ρ׳׳  and   ρ׳׳∘ρ⊆ρ׳׳∘ρ׳ ;   
(iv)  (ρ∘ρ׳)-1=ρ1-׳∘ρ-1; 
(v)  (ρ∪ρ׳)-1=ρ-1∪ρ1-׳ ; more general, if (ρi) i∈I  is a family of binary 

relations on  A,  then 

                             UU
Ii

i
Ii

i
∈

−

−

∈

=






 1
1

ρρ . 

  For n∈ℕ and ρ∈Rel (A) we define  
 









≥

=∆
= 1....

0

nfor

nfor

timesn

A
n

4434421 ooo ρρρρ . 

 
               It is immediate that for every  m, n ∈ℕ, then  ρm∘ρn=ρm+n. 
 
 Definition 1.2.4. A relation  ρ∈Rel (A)  will be called    

(i) reflexive,  if △A ⊆ρ; 
(ii) symmetric,  if  ρ⊆ρ-1; 
(iii) anti-symmetric,  if  ρ∩ρ-1⊆△A; 
(iv) transitive,  if  ρ2⊆ρ. 
 
It is immediate the following result  
Proposition 1.2.5. A relation ρ∈Rel(A) is reflexive (symmetric, anti-

symmetric, transitive) iff ρ-1 is reflexive (symmetric, anti-symmetric, 
transitive). 

 
Definition 1.2.6. A relation ρ∈Rel(A) will be called an equivalence on 

A if it is reflexive, symmetric and transitive.  
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By Echiv(A) we denote the set of all equivalence relations on A; clearly, 
△A, ∇A = A×A∈Echiv(A). 

 
Proposition 1.2.7. If ρ∈Echiv(A), then ρ-1=ρ and ρ2=ρ. 
 

            Proof. Since ρ is symmetric, then ρ⊆ρ-1. If  (a, b)∈ρ-1, then (b, a)∈ρ⊆ρ-1 ⇒ 
(b, a)∈ρ-1 ⇒ (a, b)∈ρ, hence ρ-1⊆ρ, that is, ρ-1=ρ. Since ρ is  transitive we have 
ρ2⊆ρ. Let (x,y)∈ρ. From (x,x)∈ρ and (x,y)∈ρ⇒(x,y)∈ρ∘ρ=ρ2,  hence  ρ⊆ρ2, that 
is, ρ2=ρ.  ∎ 
 

Proposition 1.2.8.  Let ρ1, ρ2 ∈ Echiv (A).    
Then ρ1∘ρ2∈Echiv (A) iff ρ1 ∘ ρ2=ρ2 ∘ ρ1.  

             In this case ρ1 ∘ρ2= I
ρρρ

ρ

ρ
′⊆

∈′

′

21 ,
)( AEchiv

. 

Proof. If ρ1, ρ2, ρ1∘ρ2∈Echiv(A), then (ρ1∘ρ2)-1=ρ1∘ρ2 (by Proposition 
1.2.7.). By Proposition 1.2.3 we have (ρ1∘ρ2) 

-1= ρ2
-1∘ρ1

-1=ρ2∘ρ1, so  ρ1∘ρ2=ρ2∘ρ1.  
Conversely, suppose that ρ1∘ρ2=ρ2∘ρ1.  
Since ∆A⊆ρ1, ρ2⇒∆A = ∆A∘∆A ⊆ ρ1∘ρ2, that is, ρ1∘ρ2 is reflexive. Since 

(ρ1∘ρ2)-1=ρ2
-1∘ρ1

-1=ρ2∘ρ1=ρ1∘ρ2, we deduce that ρ1∘ρ2 is symmetric. From  
(ρ1∘ρ2)2= (ρ1∘ρ2)∘(ρ1∘ρ2) = ρ1∘(ρ2∘ρ1)∘ρ2 = ρ1∘(ρ1∘ρ2)∘ρ2 = ρ1

2∘ρ2
2 = ρ1∘ρ2 we 

deduce that ρ1∘ρ2 is transitive, so there is an equivalence relation on A.  
Suppose now that ρ1∘ρ2=ρ2∘ρ1  and let ρ׳∈Echiv (A) such that ρ1, ρ2⊆ρ׳.  
Then ρ1∘ρ2 ⊆ρ׳∘ρ׳=ρ׳, hence 

( )
Io

ρρρ
ρ

ρρρ
′⊆

∈′
′⊆

21 ,

21
AEchiv
≝ θ. 

Since ρ1, ρ2∈Echiv (A) and ρ1∘ρ2∈Echiv (A) ⇒ρ1 ,ρ2⊆ρ1∘ρ2 ⇒θ⊆ρ1∘ρ2, 
that is, θ = ρ1∘ρ2 .∎ 

 
For ρ∈Rel (A), we define the equivalence relation on A generated by ρ   

by  
                                    

( )
I

ρρ
ρ

ρρ
′⊆

∈′

′=
AEchiv

. 

Clearly, the relation <ρ> is characterized by the conditions: ρ⊆<ρ> and  if  
ρ׳∈Echiv(A) such that ρ⊆ρ׳ ⇒ <ρ>⊆ρ׳ (that is, <ρ> is the lowest equivalence 
relation, relative to inclusion, which contains ρ). 
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Lemma 1.2.9. Let ρ∈Rel(A) and ρ =∆A∪ρ∪ρ-1. Then the relation ρ  
has the following properties:  

(i) ρ⊆ ρ ; 

(ii) ρ  is reflexive and symmetric; 

(iii) If  ρ׳ is another reflexive and symmetric relation on A such that  
ρ⊆ρ׳ , then ρ ⊆ρ׳. 

 
Proof. (i ). Clearly . 

          (ii). From ∆A⊆ ρ  we deduce that ρ  is  reflexive; since                         
1−

ρ = (∆A∪ρ∪ρ-1) –1=∆A
-1∪ρ-1∪(ρ-1)-1=∆A∪ρ∪ρ-1= ρ  we deduce that ρ  is  

symmetric. 
(iii). If  ρ׳ is  reflexive and  symmetric such that  ρ⊆ρ׳, then  ρ-1⊆ρ1-׳ = ρ׳ . 

Since  ∆A ⊆ρ׳ we deduce that  ρ =∆A∪ρ∪ρ-1⊆ρ׳.∎ 
 

Lemma 1.2.10. Let ρ∈Rel(A) reflexive and symmetric and  U
1≥

=
n

nρρ . 

Then ρ  has the following  properties:   

(i)  ρ⊆ ρ ; 

(ii)  ρ  is an equivalence relation on  A; 
(iii) If ρ׳∈Echiv(A)  such that ρ⊆ρ׳, then ρ ⊆ρ׳. 
 
Proof.  (i). Clearly . 
(ii). Since ∆A⊆ρ⊆ ρ  we deduce that ∆A⊆ ρ , hence ρ  is reflexive. Since 

ρ is symmetric and for every n∈ℕ*, (ρn)-1 = (ρ-1)n = ρn , we deduce that  

              ( ) ρρρρρ ===





=

≥≥

−
−

≥

−

UUU
11

1
1

1

1

n

n

n

n

n

n  ,  

hence ρ  is symmetric. Let now (x, y)∈ ρρ o ; then there is z∈A such that           
(x, z), (z, y)∈ ρ , hence there exist m, n∈ℕ* such that  (x, z)∈ρm  and  (z, y)∈ρn. It 

is immediate that (x, y)∈ρn∘ρm=ρn+m⊆ ρ , so ρρ ⊆
2 , hence ρ  is transitive, that is, 

ρ ∈Echiv (A). 

(iii). Let now ρ׳∈Echiv(A) such that ρ⊆ρ׳. Since ρ n ⊆ (ρ׳)n = ρ׳  for every   
n∈ℕ* we deduce that U

1≥
=

n

nρρ ⊆ρ׳. ∎ 

 
From Lemmas 1.2.9 and 1.2.10 we deduce : 
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Theorem 1.2.11. If ρ∈Rel(A), then  

                                  ( )U U U
1

1

≥

−∆=
n

n

A ρρρ . 

 
Proposition 1.2.12. Let ρ, ρ׳∈Rel (A ). Then  
(i)  (ρ∪ρ׳)2=ρ2∪ρ2׳∪(ρ∘ρ׳)∪(ρ׳∘ρ); 
(ii) If  ρ, ρ׳∈Echiv(A), then  ρ∪ρ׳∈Echiv(A)  iff  ρ∘ρ׳, ρ׳∘ρ ⊆ ρ∪ρ׳. 
 

Proof. (i). We have (x, y)∈(ρ∪ρ׳)2 = (ρ∪ρ׳)∘(ρ∪ρ׳) ⇔ there is z∈A  such 
that (x, z)∈ρ∪ ρ׳ and (z, y)∈ρ∪ρ׳ ⇔ [(x, z)∈ρ and (z, y)∈ρ] or  [(x, z)∈ρ׳  and 
(z, y)∈ρ׳] or [(x, z)∈ρ׳ and (z, y)∈ρ] or (x, z)∈ρ and (z, y)∈ρ׳] ⇔ (x, y)∈ρ2  or 
(x, y)∈ρ2׳ or (x, y)∈ρ∘ρ׳ or (x, y)∈ρ׳∘ρ ⇔ (x, y)∈ρ2∪ρ2׳∪(ρ∘ρ׳)∪(ρ׳∘ρ), hence 
(ρ∪ρ׳)2 = ρ2∪ρ2׳∪(ρ∘ρ׳)∪(ρ׳∘ρ). 

(ii).,,⇒’’. We have ρ2 = ρ,  ρ2׳ = ρ׳ and  (ρ∪ρ׳)2 = ρ∪ρ׳. So, the relation 
from (i) is equivalent with ρ∪ρ׳=ρ∪ρ׳∪(ρ∘ρ׳)∪(ρ׳∘ρ), hence ρ∘ρ׳⊆ρ∪ρ׳ and   
ρ׳∘ρ⊆ρ∪ρ׳. 

,,⇐’’. By hypothesis and relation (i) we deduce                               
(ρ∪ρ׳)2=ρ2∪ρ2׳∪(ρ∘ρ׳)∪(ρ׳∘ρ)=ρ∪ρ׳∪(ρ∘ρ׳)∪(ρ׳∘ρ)⊆ρ∪ρ׳, hence ρ∪ρ׳ is 
transitive. Since ∆A⊆ρ and ∆A⊆ρ׳⇒∆A⊆ρ∪ρ׳, hence ρ∪ρ׳ is reflexive. If                    
(x, y)∈ρ∪ρ׳⇒ (x, y)∈ρ or (x, y)∈ρ׳ ⇒ (y, x)∈ρ or (y, x)∈ρ׳⇒ (y, x)∈ρ∪ρ׳,  
hence  ρ∪ρ׳  is symmetric, that is, an equivalence on A. ∎ 

 
Proposition 1.2.13. Let  A be a set and ρ∈Rel(A) with the following 

properties:    
(i)    For every x∈A, there is y∈A such that (y,x) ((x, y))∈ρ; 
(ii)   ρ∘ρ-1∘ρ =ρ. 
Then ρ∘ρ-1  (ρ-1∘ρ) ∈Echiv(A). 
 
Proof.  
We have ρ∘ρ-1={(x, y) : there is z∈A such that (x, z)∈ρ-1  and (z, y)∈ρ}.  
So, to prove ∆A⊆ρ∘ρ-1  we must show that for every x∈A, (x, x)∈ρ∘ρ-1 

⇔there is z∈A such that (z, x)∈ρ (which is assured by(i)). We deduce that ρ∘ρ-1 
is reflexive (analogous for ρ-1∘ρ). 
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If  (x, y)∈ ρ∘ρ-1 ⇒ there is z∈A such that (x, z)∈ρ-1 and (z, y)∈ρ ⇔ there 
is z∈A such that (y, z)∈ρ-1 and (z, x)∈ρ ⇔ (y, x)∈ρ∘ρ-1, hence ρ∘ρ-1  is   
symmetric (analogous for ρ-1∘ρ). Since (ρ∘ρ-1)∘(ρ∘ρ-1) = (ρ∘ρ-1∘ρ)∘ρ-1 = ρ∘ρ-1  we 
deduce that ρ∘ρ-1 is also transitive, so is an equivalence. Analogous for ρ-1∘ρ. ∎  

 
             Definition 1.2.14. If ρ∈Echiv (A) and a∈A, by the equivalence class of 
a relative to ρ we understand the set [a]ρ = {x∈A : (x, a)∈ρ} (since ρ is in  
particular reflexive, we deduce that a∈[a]ρ, so [a]ρ≠∅ for every a∈A). 

 The set A/ρ ={[a] ρ : a∈A} is called  the quotient set  of A by relation ρ. 
 
Proposition 1.2.15. If ρ∈Echiv (A), then   
(i)   [ ]U

Aa
a

∈
ρ=A; 

(ii)   If  a, b∈A  then  [a]ρ=[b]ρ⇔ (a, b)∈ρ; 
(iii)  If  a, b∈A, then  [a]ρ=[b]ρ or  [a]ρ∩[b]ρ=∅. 
 
Proof. (i). Because for every a∈A, a∈[a]ρ we deduce the inclusion from 

right to left; because the other inclusion is clear, we deduce the requested equality. 
(ii). If [a]ρ = [b]ρ, since a∈[a]ρ  we deduce that  a∈[b]ρ hence (a, b)∈ρ.  
Let now (a,b)∈ρ and x∈[a]ρ; then (x,a)∈ρ. By the transitivity of ρ we 

deduce that (x, b)∈ρ, hence x∈[b]ρ, so we obtain the inclusion [a]ρ ⊆[b]ρ. 
Analogous we deduce that [b]ρ⊆[a]ρ, that is, [a]ρ=[b]ρ. 

(iii). Suppose that [a]ρ∩[b]ρ≠∅. Then there is x∈A such that (x, a),         
(x, b)∈ρ, hence (a, b)∈ρ, that is, [a]ρ = [b]ρ (by (ii)).  ∎ 

 
Definition 1.2.16. By partition of a set M we understand a family (Mi)i∈I  

of subsets of  M which satisfies the following conditions : 
(i)   For every  i, j∈I, i≠j ⇒ Mi ∩Mj=∅; 
(ii)  U

Ii
i MM

∈

=  . 

 
  Remark 1.2.17. From Proposition 1.2.15 we deduce that if ρ is an 
equivalence relation on the set A,  then the set of equivalence classes relative to ρ 
determine a partition of   A. 
       

 
1.3. Functional relations. Notion of function. Classes of  functions 
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Definition 1.3.1. Let A, B be two sets. A subset R⊆A×B will be called 
functional relation if    

(i) for every a∈A there is b∈B such that (a, b)∈R; 
(ii)  (a, b), (a, b׳)∈R ⇒b=b׳. 
We call  function (or mapping) a triple f=(A, B, R) where A and B are 

two non-empty sets and R ⊆ A×B  is a functional relation . 
In this case, for every a∈A there is an unique element b∈B such that          

(a, b)∈R; we denote b=f(a) and the element b will be called the image of a by f. 
The set A will be called the domain (or definition domain of  f) and B will be called 
the codomain of  f ; we usually say that f is a function defined on A with values in 
B, writing by  f : A →B or  A → f B.  

The functional relation R will be also called the graphic of  f (we denote R  
by Gf, so Gf ={(a, f(a)) : a∈A}). 
              If f : A→ B and f ׳: A׳→B׳ are two functions, we say that they are equal 
(and we write f=f ׳) if A=A׳, B=B׳ and f(a)=f ׳(a) for every a∈A. For a set A,  
the function 1A:A →A, 1A(a)=a for every a∈A is called identity function on A (in 
particular it is possible to talk about identity function on the empty set 1∅).  
  If A=∅ then there is an unique function f : ∅→B (which is the inclusion 
of ∅ in B). If A≠∅ and B=∅,  then it is clear that there doesn’t exist a function  
from  A to  B.  

If f : A →B is a function, A׳⊆A and B׳⊆B then we denote:              
f(A׳)={f (a) : a∈A׳} and f -1 (B´)={a∈A:f (a)∈B׳}, (f(A׳) will be called the  
image of A׳ by f and f -1(B׳) contraimage of B׳ by f ).  

In  particular, we denote Im(f)=f (A). Clearly, f(∅)=∅ and f -1(∅ )=∅. 
 
Definition 1.3.2. For two functions f:A →B and g:B →C we call their 

composition the function denoted by g∘f :A →C and defined by  
(g∘f)(a)=g(f(a)) for every a∈A. 

 
Proposition 1.3.3. If we have three functions 

DCBA hgf →→→  then  
(i)  h∘(g∘f)=(h∘g)∘f; 
(ii) f∘1A=1B∘f=f. 
 
Proof.(i). Indeed, h∘(g∘f) and (h∘g)∘f  have A as domain of definition, D 

as codomain and for every  a∈A, (h∘(g∘f))(a)=((h∘g)∘f)(a)=h(g(f(a))). 
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(ii).Clearly.  ∎ 

 
Proposition 1.3.4. Let f:A →B, A׳, A׳׳ ⊆A, B׳, B׳׳⊆B and (Ai)i∈I, (Bj) j∈J  

two families of subsets of A and respective B. Then   
(i)    A׳ ⊆ A׳׳ ⇒ f(A׳) ⊆ f(A׳׳); 
(ii)   B׳⊆B׳׳⇒f -1(B׳)⊆f -1(B׳׳); 

(iii)  ( )II
Ii

i
Ii

i AfAf
∈∈

⊆







; 

(iv)  ( )UU
Ii

i
Ii

i AfAf
∈∈

=







; 

(v)  ( )II
Jj

j
Jj

j BfBf
∈

−

∈

− =






 11 ; 

(vi)  ( )UU
Jj

j
Jj

j BfBf
∈

−

∈

− =






 11  . 

 
Proof. (i). If b∈f(A׳), then b=f(a) with a∈A׳; since A׳ ⊆ A׳׳ we deduce 

that b∈f(A׳׳), that is, f(A׳)⊆f(A׳׳).   
(ii). Analogous as in the case of (i). 

           (iii). Because for every k∈I, I
Ii

iA
∈

⊆Ak, by (i) we deduce that  

( )k
Ii

i AfAf ⊆








∈
I , hence ( )II

Ii
i

Ii
i AfAf

∈∈
⊆






 . 

(iv). The equality follows immediately from the following equivalences : 

b∈ 








∈
U

Ii
iAf ⇔  there is  a∈U

Ii
iA

∈
 such that b=f(a) ⇔ there is i0∈I such that  

a∈
0i

A  and b=f(a)⇔ there is i0∈I such that b∈f(
0i

A )⇔ b∈ ( )U
Ii

iAf
∈

. 

(v). Follows immediately from the equivalences: a∈ 








∈

− I
Jj

jBf 1 ⇔ 

f(a)∈I
Jj

JB
∈

⇔for every j∈J, f(a)∈Bj ⇔ for every j∈J, a∈f-1(Bj) 

⇔a∈ ( )j
Jj

BfI
∈

−1 . 

(vi). Analogous as for (iv).  ∎ 
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Definition 1.3.5. A function f : A → B will be called  
(i) injective or one-to-one, if for every a, a׳∈A, a≠a׳⇒f(a)≠f(a׳) 

(equivalent with f(a)=f(a׳)⇒a=a׳); 
(ii) surjective or onto, if for every b∈B, there  is  a∈A  such that 

b=f(a); 
(iii) bijective, if it is simultaneously injective and surjective. 
If  f : A →B  is bijective, the function f -1 : B →A defined by f -1(b)=a 

⇔ b=f(a) (b∈B and a∈A) will be called the inverse  of  f. 
 It is immediate to see that  f -1∘f =1A and f∘f -1=1B. 

 
 

Proposition 1.3.6. Let f :A →B and g :B →C two functions.  
(i) If f and g are injective (surjective; bijective) then g∘f  is  injective  

(surjective, bijective; in this last case, (g∘f) -1 = f -1 ∘ g -1 ); 
(ii) If g∘f is injective (surjective, bijective) then f is injective, (g is  

surjective; f is injective and g is surjective). 
 
Proof. (i). Let a, a׳∈A such that (g∘f)(a)=(g∘f)(a׳). Then g(f(a))=g(f(a׳)).  

Since g is injective we deduce that f(a)=f(a׳); since f is injective we deduce that  
a=a׳, that is, g∘f is injective. 

We suppose f and g are surjective and let c∈C; since g is surjective, c=g(b) 
with b∈B. By the surjectivity of f we deduce that b=f(a) with a∈A, so 
c=g(b)=g(f(a))=(g∘f)(a), that is, g∘f  is surjective.  

If f and g are bijective, then the bijectivity of g∘f  is immediate. To prove 
the equality (g∘f) -1 = f -1∘g -1, let c∈C. We have c=g(b) with b∈B and b=f(a) with 
a∈A. Since (g∘f)(a)=g(f(a))=g(b)=c, we deduce that (g∘f)-1(c) = a =  f -1(b) =                
f -1(g -1(c))=(f -1∘g -1)(c), that is, (g∘f) -1 = f -1 ∘ g -1. 

(ii). We suppose that g∘f is injective and let a, a׳∈A such that f(a)=f(a׳). 
Then g(f(a))=g(f(a׳))⇔(g∘f)(a)=(g∘f)(a׳)⇒a=a׳, that is, f is injective. 

 If g∘f is surjective, for c∈C, there is a∈A such that (g∘f)(a)=c ⇔ 
g(f(a))=c, that is, g is surjective.  

If g∘f is bijective, then in particular g∘f is injective and surjective, hence   
f is injective and g surjective. ∎ 
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Proposition 1.3.7.  Let M and N two sets and f:M→N a function. 
Between the sets P(M) and P(N) we define the functions f* : P(M)→P(N) and        
f* : P(N)→P(M) by f*(A)=f(A), for every A ∈P(M)  and f*(B) = f -1(B),  for 
every B∈P(N). 

The following are equivalent : 
(i)     f is injective; 
(ii)    f* is injective; 
(iii)   f*∘f*=1P(M); 
(iv)   f* is surjective; 
(v)    f (A∩B) = f(A)∩f(B), for every A, B∈P(M);  
(vi)   f(∁MA)⊆∁N f (A),  for every A∈P(M); 
(vii)  If g, h:L →M  are two functions such that  f∘g = f∘h, then g = h; 
(viii) There is a function  g :N →M  such that  g∘f = 1M. 
 
Proof. We will prove the implications using the following schema: 

(i)⇒(ii)⇒(iii)⇒(iv)⇒(v)⇒(vi)⇒(vii)⇒(i) and the equivalence (i)⇔(viii) . 
  (i)⇒(ii). Let A, A׳∈P(M) such that f*(A)=f*(A׳)⇔f(A)=f(A׳).  

If x∈A, then f(x)∈f(A)⇒f(x)∈f(A׳)⇒ there is x׳∈A׳ such that f(x)=f(x׳). 
Since f is injective, then x=x׳∈A׳, that is, A⊆A׳; analogous A׳⊆A, hence A=A׳, 
that is , f* is injective. 

(ii)⇒(iii). For A∈P(M) we must show that  (f*∘f*)(A) = A⇔f -1(f (A))=A. 
The inclusion A⊆f -1(f (A)) is true for every function f. For the converse inclusion, 
if x∈f-1(f(A))⇒f(x)∈f(A)⇒ there is x׳∈A such that f(x)=f(x׳)⇒f*({x})=f*({x׳}) 
⇒ {x}={x׳}⇒x = x׳∈A, that is,  f -1(f(A))⊆A, hence  f -1(f(A)) = A . 

(iii)⇒(iv). Since f*∘f*=1P(M), for every A∈P(M), f*(f*(A))=A, so, if we 
denote by B=f*(A)∈P(N), then f*(B)=A, which means  f* is surjective. 

(iv)⇒(v). Let  A, B∈P(M) and A׳, B׳∈P(N) such that A=f–1(A׳) and          
B=f –1(B׳). Then f(A∩B)=f(f -1(A)∩f -1 (B׳))=f(f -1( A׳∩B׳)). 

We want to show that  f(f -1(A׳))∩f(f -1(B׳))⊆f(f -1(A׳∩B׳)).  
If y∈f(f -1(A׳))∩f(f -1 (B׳))⇒y∈f(f -1(A׳)) and y∈f(f -1(B׳))⇒ there exist    

x׳∈f-1(A׳) and x׳׳∈f-1(B׳) such that y=f(x׳)=f(x׳׳). Since x׳∈f -1(A׳) and            
x׳׳∈f-1(B׳)⇒f(x׳)∈A׳ and f(x׳׳)∈B׳, hence y∈A׳∩B׳. Since y = f(x׳) ⇒         
x׳∈f -1(A׳∩B׳), that is, y∈f(f -1(A׳∩B׳)).  

So, f(A∩B)⊇f(A)∩f(B); since the inclusion f(A∩B)⊆f(A)∩f(B) is clearly 
true for every function f, we deduce that f(A∩B)=f(A)∩f(B). 
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(v)⇒(vi). For A∈P(M) we have f(A)∩f(∁MA)=f(A∩∁MA)=f(∅)=∅,  
hence f(∁MA)⊆∁Nf (A). 

(vi)⇒(vii). Let g, h : L→M  two functions such that f∘g=f∘h and suppose 
by contrary that there is x∈L such that g(x)≠h(x), which is, g(x)∈∁M{h(x)};    
then f(g(x))∈f(∁M{h(x)})⊆∁Nf(h({x}))=∁N{f(h(x))}  hence             
f(g(x))≠f(h(x)) ⇔ (f∘g)(x) ≠  (f∘h)(x) ⇔ f∘g≠f∘h , a contradiction!. 

(vii)⇒(i). Let x, x׳∈M such that f(x)=f(x׳) and suppose by contrary that  
x≠x׳. We denote L = {x, x׳} and define g, h : L→M, g(x)=x, g(x׳)=x׳, h(x)=x׳, 
h(x׳)=x, then g≠h  and f∘g=f∘h ,  a contradiction!. 

(i)⇒(viii). If we define g:N→M, g(y)=x if y=f(x) with x∈M and y0 if 
y∉f(M), then by the injectivity of f, we deduce that g is correctly defined and 
clearly g∘f=1M . 

(viii)⇒(i). If x, x׳∈M and f(x)=f(x׳), then g(f(x))=g(f(x׳))⇒x=x׳, which 
means f is injective. ∎ 

 
Proposition 1.3.8. With the notations from the above proposition, the 

following assertions are equivalent :  
(i)     f  is surjective ; 
(ii)    f*  is surjective ; 
(iii)   f*∘f*=1P(N) ; 
(iv)   f*  is injective ;  
(v)    f(∁MA)⊇∁N f(A), for every A∈P(M) ; 
(vi)   If g, h:N→P are two functions such that  g∘f = h∘f,  then  g = h ; 
(vii) There is a function  g:N→M  such that f∘g=1N. 
 
Proof. I will prove the implications (i)⇒(ii)⇒(iii)⇒(iv)⇒(v)⇒(vi)⇒(i)  

and the equivalence (i)⇔(vii). 
(i)⇒(ii). Let B∈P(N) and y∈B; then there is xy∈M such that f(xy) = y.  
If we denote A={xy : y∈B}⊆M , then f (A)=B⇔f*(A)=B. 
(ii)⇒(iii). We need to prove that for every B∈P(N), f(f-1(B))=B. The 

inclusion f(f -1(B))⊆B is true for every function f. Let now y∈B; since f* is 
surjective, there is A⊆M such that f*(A)={y}⇔ f(A)={y}, hence there is x∈A 
such that y=f(x); since y∈B⇒x∈f -1(B)⇒y=f(x)∈f(f –1(B)), so we also have the 
contrary inclusion B⊆f(f –1 (B)), hence the equality B=f(f –1 (B)). 
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(iii)⇒(iv). If B1, B2∈P(N) and f*(B1)=f*(B2), then                 
f*(f*(B1))=f*(f*(B2))⇔1P(N) (B1)=1P(N) (B2)⇔B1=B2, that means  f*  is  injective. 

(iv)⇒(v). Let A⊆M; to prove that f(∁MA)⊇∁Nf (A), we must show that         
f(∁MA)∪f(A)=N ⇔ f(∁MA∪A)=N⇔f(M)=N. Suppose by contrary that there is 
y0∈N such that for every x∈M, f(x)≠y0, that means, f-1({y0})=∅⇔f*({y0})=∅. 
Since f*(∅)=∅ ⇒ f*({y0})=f*(∅); but f* is supposed  injective, hence {y0}=∅,  a 
contradiction!. 

(v)⇒(vi). In  particular  for A=M we have   
             f(∁MM)⊇∁Nf (M)⇔ f(∅)⊇∁Nf (M)⇔ ∅⊇∁Nf (M)⇔f(M)=N. 

If g, h:N→P are two functions such that g∘f=h∘f, then for every y∈N,  
there is x∈M such that f(x)=y (because f(M)=N), and so  
g(y)=g(f(x))=(g∘f)(x)=(h∘f)(x)=h(f(x)) = h(y), which means   g = h. 

(vi)⇒(i). Suppose by contrary that there is y0∈N such that f (x)≠ y0, for 
every x∈M. We define g, h : N→{0, 1} by: g(y)=0, for every y∈N and  

( )
{ }







=

−∈
=

0

0

,1

,0

yyfor

yNyfor
yh . 

Clearly g≠h  and  g∘f=h∘f,  a contradiction,  hence f  is surjective. 
(i)⇒(vii). If for every y∈N we consider a unique xy∈f -1 ({y}), we obtain a 

function g : N→M,  g(y) = xy, which clearly verifies the equality f∘g =1N. 
(vii)⇒(i). For y∈N, if we write that f(g(y)) = y, then y = f(x), with                

x = g(y)∈M, which means that  f  is surjective.∎ 
 

From the above propositions we deduce  
 
Corollary 1.3.9. With the notations from Proposition 1.3.7, the 

following assertions are equivalent : 

(i)    f  is bijective; 
(ii)   f(∁MA)=∁N f(A), for every A∈P(M); 
(iii)  f* and f * are bijective; 
(iv)  There is a function g:N→M such that f∘g =1N and g∘f =1M.  
 

           Proposition 3.10. Let M be a finite set and f:M→M a function. The 
following assertions are equivalent : 

(i)   f  is  injective; 
(ii)  f  is  surjective; 
(iii) f  is  bijective. 
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Proof. We prove the implications: (i)⇒(ii)⇒(iii)⇒(i). 
(i)⇒(ii). If f is injective, then f(M) and M have the same number of 

elements; since f (M)⊆M we deduce that f (M) = M, which means  f is surjective. 
(ii)⇒(iii). If f is surjective, then for every y∈M there is a unique  xy∈M  

such that  f(xy) = y, that  means  f is injective. 
(iii)⇒(i). Clearly.  ∎ 

 
Proposition 1.3.11. Let M and N be two finite sets with m, respective n 

elements. Then  
(i)   The number of functions from M to N is equal with  nm; 
(ii)  If m = n, the number of bijective functions from M to N is equal 

with  m!; 
(iii) If m ≤ n, the number of injective functions from M to N is equal 

with m
nA ; 
(iv) If m ≥ n, the number of surjective functions from M to N is                        

equal with mn  ( ) ( ) ( ) 1121 1...21 −−−+−−+−− n
n

nm
n

m
n CnCnC . 

 
Proof. (i). By mathematical induction relative to m; if m=1, then the set M 

contain only one element, so we have n = n1 functions from M to N. Supposing the 
enounce true for M sets with maximum m-1 elements.  

If M is a set with m elements, it is possible to write M = M׳∪{x0}, with 
x0∈M and M׳ a subset of M with m-1 elements such that x0∉ M׳. 

For every y∈N and g : M׳→N a function, we consider f g, y : M→N,               
fg, y(x)=g(x) if x∈M׳ and y if x=x0, we deduce that to every function g: M׳→N we 
could assign n distinct functions from M to N whose restrictions to M׳ are equal 
with g. By applying hypothesis of induction for the functions from M׳ to N, we 
deduce that from M to N we could define n·nm-1 = nm  functions. 

(ii). Mathematical induction relative to m; if m=1, the sets M and N have 
only one element, so there is only a bijective function from M to N.  

Suppose the enounce true for all sets M׳ and N׳ both having almost m-1 
elements and let M and N sets both having m elements. If we write M=M׳∪{x0}, 
with x0∈M and M׳ subset of M with m-1 elements x0∉ M׳, then every bijective 
function f: M→N is determined by f(x0)∈N and a bijective function g:M׳→N׳, 
where N׳=N \ {f (x0)}. Because we can choose f(x0) in m kinds and g in (m-1)! 
kinds (by induction hypothesis) we deduce that from M to N we can define (m-1)!. 
m =m!   bijective functions. 
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(iii). If f:M→N is injective, taking f(M)⊆N as codomain for f, we deduce 
that f determines a bijective function f :M→f(M), f (x)=f(x), for every x∈M, and 

f(M) has m elements. Conversely, if we choose in N a part N׳ of its with m 
elements, then we can establish m! bijective functions from M to N׳ (by (ii)). 
Because the numbers of subsets N׳ of N with m elements are equal with m

nC , we 
deduce that we can construct m! m

n
m
n AC =   injective functions from M to N. 

(iv). Let’s consider M={x1, x2, ...,xm}, N={y1, y2, ...,yn} and Mi the set of all 
functions from M to N such that yi is not an image of any elements of M,                   
i =1,2,...,n. 

So, if we denote by n
mF  the set of functions from M to N, the set of 

surjective functions n
mS  from M to N will be the complementary of                              

M1∪ M2∪.. ...∪ Mn  in n
mF , so by Proposition 1.1.7  we have: 

   (1)     
( ) .....1.... 21

1

1111

I I II I

UU

n
n

nkji
kji

nji
ji

n

i
i

mn

i
i

mn

i
i

n
m

n
m

MMMMMM

MMMnMnMFS

−++∑−

−∑ ∩+∑−=−=−=

≤<<≤

≤<≤===  

Because Mi is in fact the set of all functions defined on M with values in       
N \ {yi }, Mi∩Mj  the set of all functions defined on M with values in N\{yi , yj} ...,  
by (i) we obtain    

  (2) |Mi|=(n-1)m, |Mi∩Mj|=(n-2)m, ..., etc,   
(|M1∩M2 ∩...∩Mn|=0, because M1∩M2 ∩...∩Mn=∅). 

Since the sums which appear in (1) have, respective, 1
nC , 2

nC , ..., n
nC  equal 

terms, from (2), we obtain for relation (1)  
 
            | n

mS  | =  mn  ( ) ( ) ( ) 1121 1...21 −−−+−−+−− n
n

nm
n

m
n CnCnC .    ∎ 

 
 For a non-empty set M and A∈P(M) we define φA : M→{0,1},  

                     φA(x)=






∈

∉

Axfor

Axfor

,1

,0
 

for every x∈M; the function  φA  will be called the characteristic function of A . 
 
Proposition 1.3.12. If  A, B∈P(M),  then   
(i)    A=B ⇔ φA=φB; 
(ii)   φ∅=0, φM=1; 
(iii)   φA∩B=φA φB , φA

2=φA; 
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(iv)   φA⋃B=φA+φB - φA φB; 
(v)    φA \ B=φA - φA  φB, ACM

ϕ =1-φA; 

 (vi)    φA Δ B=φA+φB - 2φAφB . 

Proof. 

(i).”⇒”. Clearly. 
   “⇐”. Suppose  that φA=φB and let x∈A; then φA (x) = φB (x)=1, hence 

x∈B, that is, A⊆B. Analogous  B⊆A, hence  A=B. 
(ii). Clearly. 
(iii). For x∈M we have the cases: (x∉A, x∉B) or (x∈A, x∉B) or    (x∉A, 

x∈B) or (x∈A, x∈B). In every above situations we have  φA⋂B (x)=φA (x)φB(x). 
 Since A∩A=A  ⇒ φA =φAφA=φA 

2.   
(iv), (v). Analogous with (iii). 
(vi). We have φA ∆ B =φ( A \ B )⋃( B \ A )=φ A \  B + φB \  A -φA \  B φB \  A   = 

                             =φA- φAφB+φB - φBφA – φ (A \  B ) ⋂ ( B \ A )= φA +φB -2φAφB  
 (since (A \ B ) ∩ (B \ A )=∅).  ∎ 
 

Let M be a set and ρ∈Echiv (M). The function pρ,M  : M→M / ρ defined by  
pρ,M (x)=[x]ρ for every x∈M is surjective; pρ,M will be called canonical surjective 
function. 
 

Proposition 1.3.13. Let M and N two sets, ρ∈Echiv (M), ρʹ∈Echiv (N) 
and f : M→N a function with the following property : 

                   (x, y)∈ρ ⇒ ( f(x), f(y))∈ρʹ,  for every x, y∈M. 
 Then, there is a unique function f : M/ρ→N/ρ´ such that the 

diagram  
                                                        f 
                        M      N 
 
 
                      pM,ρ                                                                                      pN,ρʹ 
 
                                             f     
                        M/ρ                                   N/ρʹ 
 
is commutative (i.e, pN, ρʹ∘f= f ∘pM, ρ, where pM,ρ, pN,ρʹ, are canonical surjective 
functions). 
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Proof. For x∈M, we denote by [x]ρ the equivalence class of x modulo the 
relation ρ. For x∈M, we define f ([x]ρ) = [f(x)]ρ´. If  x, y∈M such that [x]ρ=[y]ρ 

⇔ (x, y)∈ρ ⇒ (f (x), f (y))∈ρʹ (from enounce) ⇒ [f (x)]ρʹ=[f (y)]ρʹ , that means, f   
is correctly defined. 

If x∈M,  then ( f ∘pM, ρ)(x)= f (pM, ρ (x)) = f ([x]ρ)=[f(x)]ρʹ=pN, ρʹ (f (x))= 
(pN, ρʹ∘f)(x), that is,   pN, ρʹ∘f= f ∘pM, ρ. 

To prove the uniqueness of f , suppose that we have another  function         
f ʹ: M / ρ→N / ρ´ such that  pN, ρʹ∘f= f ʹ∘pM, ρ, and let  x∈M.  

Thus  f ʹ([x]ρ)= f ʹ(pM, ρ(x))=( f ʹ∘ pM, ρ)(x)=(pN, ρʹ ∘f)(x) = pN, ρʹ (f(x)) = 
[f (x)]ρʹ = f ([x]ρ), that is , ff = ʹ.  ∎ 
 

Proposition 1.3.14. Let  M and N two sets and f :M→N a function; we 
denote by ρ f the relation of M defined by   

                       ( x, y )∈ρ f ⇔ f(x)=f(y)  (x, y∈M). 
 Then   
(i)   ρ f is an equivalence relation on  M; 

             (ii)  There is a unique bijective function f  : M / ρ f → Im ( f ) such that  
i∘ f  ∘

fMp ρ, = f, where i:Im ( f ) →N is the inclusion. 
 
Proof. (i). Clearly. 
(ii). With the notations from Proposition 1.3.13, for x∈M we define  

)]([
f

xf ρ =f(x). The function f   is correcttly defined because if x, y∈M and  

[ ] [ ]
ff

yx ρρ = ⇔ (x, y)∈ρ f ⇔ f(x)=f(y)  (we will deduce immediately the 

injectivity of f ). Since f   is clearly surjective, we deduce that f  is bijective. To 
prove the uniqueness of f , let f1 : M /ρf→Im (f ) another bijective function such 
that i∘f1∘ fMp ρ, =f and x∈M. Then, (i∘f1∘ fMp ρ, )(x)=f(x) ⇔ )]([1 f

xf ρ =f(x)⇔ 
)]([1 f

xf ρ =f(x)= )]([
f

xf ρ , that is, f1= f .  ∎ 

 
Proposition 1.3.15. Let M be a finite set with m elements. Then the 

number Nm, k of all equivalence relations defined on M such that the factor set 
has k elements (k≤m) is equal with  
          
               ( ) ( ) ( ) ( ) ]1...21[!1 1121

,
−−−+−−+−−⋅= k

k
km

k
m

k
m

km CkCkCkkN . 
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So, the number of equivalence relations defined on M is equal with    
N=Nm, 1+Nm, 2+...+Nm, m. 

 
Proof. If ρ∈Echiv (M), we have the canonical surjective function                

p M, ρ : M→M / ρ. 
If f : M→N  is a surjective function, then following Proposition 1.3.14, we 

obtain an equivalence relation on M : (x, y)∈ρ f ⇔ f(x)=f(y). More, if                     
g : N→Nʹ  is a  bijective function , then the relations  ρf and ρg∘f  coincide because 
(x,y)∈ρg∘f ⇔ (g∘f)(x) = (g∘f)(y) ⇔g(f(x))=g(f(y)) ⇔ f(x)=f(y)⇔(x, y)∈ρf. 

So, if  N  has k elements, then k!  surjective functions from M to N will 
determine  the same equivalence relation on M. In particular for N=M/ρ, by 
Proposition 1.3.11 we deduce that    
               ( ) ( ) ( ) ( ) ]1...21[!1 1121

,
−−−+−−+−−⋅= k

k
km

k
m

k
m

km CkCkCkkN .  ∎ 
 

Proposition 1.3.16. Let M be a non-empty set. Then the function which 
assign to an equivalence relation ρ on  M the partition {[x]ρ : x∈M } of  M  
generated by  ρ  is  bijective.  

Proof. We denote by Part (M) the set of all partitions of M and consider        
f : Echiv(M)→Part(M) the function which assign to every congruence relation ρ of 
M, the partition of M relative to ρ:  f(ρ)={[x]ρ :  x∈M }. 

 Also, we define g : Part(M)→Echiv(M) by : if P=(Mi) i∈I  is a partition of  
M, we define the relation g(P) on M by : (x, y )∈ g(P)⇔ there is i∈I such that  x, 
y∈Mi. 

The reflexivity and symmetry of g(P) is immediate.                                       
Let (x, y),(y, z)∈g(P). So, there exist  i1, i2∈I such that x, y∈

1iM and y, z∈
2iM ; if  

i1≠i2 then I
21 ii MM = ∅, a contradiction (because y is a commune element), 

hence     i1= i2, so, x, z∈Mi, hence (x, z)∈g(P). So, g(P) is transitive, hence                 
g(P)∈ Echiv(M), that means  g is correctly defined. 

 For every x∈Mi, the equivalence class x  of x modulo g(P) is equal with 
Mi. Indeed, y∈Mi ⇔ (x, y)∈g(P) ⇔ y∈ x⇔Mi= x . 
             So, we obtain that g is the inverse function of  f, hence f is bijective.  ∎ 
  

Now we can mark some considerations relative to the set of natural 
numbers . 
 



Dumitru Buşneag 34

          Definition 1.3.17. A Peano triple  is a triple (N, 0, s), where N is a non-
empty set, 0∈N and s:N → N is a function such that  :  

P1 :  0∉s( N );  
P2 :  s  is an injective function ;  
P3 :  If P⊆N is  such that (n∈P⇒s(n)∈P ), then P=N. 

 
          Next, we accept as axiom the existence of a Peano triple (see [59] for more 
information relative to this aspect). 
            

Lemma 1.3.18. If ( N, 0, s ) is a Peano triple, then N={0}∪s(N). 
 

Proof. If we denote P={0}∪s(N), then P⊆N and since P verifies P3, we 
deduce that P=N .∎ 

Theorem 1.3.19. Let (N, 0, s) be a Peano triple and (Nʹ, 0ʹ, sʹ) another 
triple with Nʹ non-empty set, 0ʹ∈Nʹ and sʹ:Nʹ → Nʹ a function. Then  

(i) There is a unique function f:N→Nʹ such that f(0) = 0ʹ, and the 
diagram   
 

                                             N  → f   Nʹ      

                                                   
                                                   s                              sʹ                                                
                                                        

                                                       N   → f   Nʹ  

is commutative (i.e.  f ∘ s = sʹ∘f );  

(ii) If (Nʹ, 0ʹ, sʹ) is another Peano triple, then f is bijective. 
 
Proof. (i). To prove the existence of f, we will consider all relations 

R⊆N×Nʹ such that:    
 r1: (0, 0ʹ) ∈ R; 

              r2: If (n, nʹ)∈R, then (s(n), sʹ(nʹ))∈R and by R0 we will denote the 
intersection of all these relations. 

We shall prove that R0 is a functional relation, so f will be the function with 
the graphic R0 (then, from (0, 0ʹ)∈R0 we deduce that f (0)=0ʹ and if n∈N and           
f (n)=nʹ∈Nʹ, (n , nʹ)∈R0, hence (s(n), sʹ(nʹ))∈R0, that is, f(s(n))=sʹ(nʹ)= sʹ(f (n))).  
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To prove that R0 is a functional relation, we will prove that for every n∈N, 
there is nʹ∈Nʹ such that (n, nʹ)∈R0 and if we have n∈N, nʹ, nʹʹ∈Nʹ such that      
(n, nʹ)∈R0  and (n, nʹʹ)∈R0, then nʹ= nʹʹ. 

For the first part, let P={n∈N : there is nʹ∈Nʹ such that (n, nʹ)∈R0 }⊆N. 
Since (0, 0ʹ)∈R0  we deduce that 0∈P. Let now n∈P and nʹ∈Nʹ such that 

(n, nʹ)∈R0. From the definition of R0 we deduce that (s(n), sʹ(nʹ))∈R0; so, we 
obtain that s(n)∈P, and because (N, 0, s) is a Peano triple, we deduce that  P=N. 

For the second part, let   
             Q = {n∈N : if nʹ, nʹʹ∈N ʹ and (n, nʹ), (n, nʹʹ)∈R0 ⇒ nʹ= nʹʹ}⊆N; we will 
prove that 0∈Q. 

For this, we prove that if (0, nʹ)∈R0 then nʹ=0ʹ. If by contrary, nʹ ≠ 0ʹ, 
then we consider the relation R1=R0 ∖{(0, nʹ)}⊆N×Nʹ. From  nʹ ≠ 0ʹ we  deduce 
that (0, 0ʹ)∈R1  and if  for m∈Nʹ  we have  (n, m)∈R1 , then  (n, m)∈R0  and         
(n , m) ≠ (0, nʹ). So ,  (s(n), sʹ(m))∈R0  and since  (s(n), sʹ(m)) ≠ (0, nʹ) (by  P1), 
we deduce that  (s(n), sʹ(m))∈R1 . Since  R1 verifies  r1  and  r2 , then we deduce 
that  R0⊆R1 – a contradiction  (since the inclusion of  R1  in  R0 is strict). 

To prove that 0∈Q, let nʹ, nʹʹ∈Nʹ such that (0, nʹ), (0, nʹʹ)∈R0. Then, by 
the above, we deduce that nʹ=nʹʹ=0ʹ, hence 0∈Q.  

Let now n∈Q and nʹ∈Nʹ such that (n, nʹ)∈R0; we shall prove that if    
(s(n),nʹʹ)∈R0, then nʹʹ=sʹ(nʹ). Suppose by contrary that nʹʹ≠ sʹ(nʹ) we consider the 
relation R2 = R0 ∖{(s (n), nʹʹ)}. We will prove that R2 verifies r1 and r2. 

Indeed, (0, 0ʹ)∈R2 (because 0 ≠ s(n)) and if (p, pʹ)∈R2, then (p, pʹ) ∈R0  
and (p, pʹ) ≠  ( s(n), nʹʹ) . 

We deduce that (s(p), sʹ(pʹ))∈R0 and if suppose (s(p), sʹ(pʹ)) = (s(n), nʹʹ), 
then s(p) =s(n), hence p=n. Also, sʹ(pʹ)=nʹʹ. Then (n,nʹ)∈R0 and (n, pʹ)∈R0; 
because n∈Q⇒nʹ=pʹ, hence nʹʹ=sʹ(pʹ)=sʹ(nʹ), in contradiction with nʹʹ ≠ s(nʹ). 
So, (s(p), sʹ(pʹ)) ≠ (s(n), nʹʹ), hence (s(p), sʹ(pʹ))∈R2, that means, R2 satisfies r1 
and r2. Again we deduce that R0⊂R2 – which is a contradiction! 

Hence (s(n), nʹʹ)∈R0 ⇒ nʹʹ=sʹ(nʹ), so, if r, s∈Nʹ and                            
(s(n), r), (s(n), s )∈R0, then r = s = sʹ(nʹ), hence s(n)∈Q, that is, Q=N. 

For the uniqueness of f, suppose that there is fʹ:N→Nʹ such that f ʹ(0)=0ʹ 
and sʹ(f ʹ(n)) = f ʹ(s(n)) for every n∈N. 
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If we consider  P={n∈N : f(n)=f ʹ(n)}⊆N, then  0∈P  and if  n∈P (hence 
f(n) = f ʹ(n)), then  sʹ(f(n)) = sʹ(f ʹ(n)) ⇒ f(s(n)) = f ʹ(s(n))⇒s(n)∈P, so  P=N, that 
is , f =f ʹ. 

(ii).To prove the injectivity of  f , we consider  P={n∈N : if m∈N and 
f(m)=f(n)⇒m=n}⊆N and we shall firstly  prove that  0∈P. Let us consider m∈N 
such that f(0)=f(m) and we shall prove that m=0. If by contrary m ≠ 0, then m=s(n)  
with  n∈N  and by equality  f(m)=f(0) we deduce  f(s(n))=f(0)=0ʹ, hence  
sʹ(f(n))=0ʹ, which is a contradiction because by hypothesis (Nʹ, 0ʹ, sʹ) is a  Peano 
triple.  

Let now n∈P; to prove s(n)∈P, let m∈N such that f(m)=f(s(n)).  
Then m ≠ 0 (by contrary we obtain that 0ʹ=f(0)=f(s(n))=sʹ(f(n)), which is a 

contradiction), so, by Lemma 1.3.18, m=s(p) with p∈N and the equality  
f(m)=f(s(n)) implies f(s(p))=f(s(n))⇔sʹ(f(p))=sʹ(f(n)), hence f(p)=f(n); because 
n∈P, then n=p hence  m=s(p)=s(n). 

To prove the surjectivity of f, we consider 
 Pʹ={nʹ∈Nʹ : there is n∈N such that nʹ=f (n)}⊆Nʹ. 

  Since f(0)=0ʹ we deduce that 0ʹ∈Pʹ. Let now nʹ∈Pʹ; then there is n∈N 
such that nʹ=f (n). Since sʹ(nʹ)=sʹ(f(n))=f(s(n)), we deduce that sʹ(nʹ)∈Pʹ and 
because (Nʹ, 0ʹ, sʹ) is a Peano triple, we deduce that  Pʹ=Nʹ, hence f is surjective, 
hence bijective. ∎ 
 

Remark 1.3.20. Following Theorem 1.3.19 (called the theorem of 
recurrence) a Peano triple is unique up to a bijection. 
             In what follows by (ℕ, 0, s) we will denote a Peano triple; the elements of 
ℕ will be called natural numbers. 

The element 0 will be called  zero. 
We denote by 1=s(0), 2=s(1), 3=s(2), hence ℕ={0, 1, 2, …}. The function 

s will be called successor function. The axioms P1 – P3 are known as Peano 
axiom’s (the axiom P3 will be called the mathematical induction axiom). 

 
   

              1.4. The kernel (equalizer) and cokernel (coequalizer) of a couple of 
functions 
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Definition 1.4.1. Let f, g : A→B a couple of functions. A pair (K, i) with 
K a set and i: K→A a function will be called the kernel (equalizer) of the 
couple (f, g) if the following conditions are verified: 

(i) f∘i = g∘i;  
(ii) For every pair (K׳, i׳) with K׳ set and i׳ : K׳→A such that f∘i׳= 

g∘i׳, there is a unique function u : K׳→K such that i∘u = i׳. 
 

Theorem 1.4.2. For every couple of functions f, g : A→B there is the 
kernel of the couple (f, g) unique up to a bijection (in the sense that if (K, i) 
and (K׳, i׳) are two kernels for the couple (f, g), then there is a bijective 
function  u : K→K׳ such that i׳∘u = i). 

 

Proof. To prove the existence of kernel, we consider K={x∈A: f(x)=g(x)} 
and i : K→A the inclusion function (K will be possible to be the empty set ∅). 

Clearly f∘i=g∘i. Let now   (K׳, i׳) with i׳ : K׳→A such that f∘i׳=g∘i׳. For 
a∈K׳, since f (i׳(a))=g (i׳(a)) we deduce that i׳(a)∈K. If we define u:K׳→K by   
u(a) = i׳(a), for every a∈K׳, then i∘u=i׳. 

If u׳:K׳→K is another function such that  i∘u׳=i׳, then for every a∈K׳ we 
have  i(u׳(a))=u(a), hence  u׳(a)=i׳(a)=u(a), that is , u=u׳. 

To prove the uniqueness of kernel, let (K, i) and (K׳, i׳) be two kernels for 
couple (f, g).  

Since (K׳, i׳) is a kernel for couple (f, g) we deduce the existence of a 
function u:K→K׳ such that i׳∘u=i. Analogous, we deduce the existence of another 
function u׳:K׳→K such that i∘u׳=i׳. 

We deduce that i׳∘(u∘u׳)=i׳ and i∘(u׳∘u)=i. Since i׳∘ K ′1 =i׳ and i∘1K=i, by 
the uniqueness from Definition 1.4.1, we deduce that u∘u׳= K ′1  and u׳∘u=1K, that 

is, u is bijective and i׳∘u=i.   ∎ 
 

Remark 1.4.3. We will denote (K, i) = Ker (f, g) (or only K=Ker(f, g) if 
there is no danger of confusion). 

 
Definition  1.4.4. Let f, g :A→B a couple of functions. A  pair (P, p) 

with P a set and p : B→P a function will be called the cokernel (coequalizer) of 
the couple (f,g) if the following conditions are verified : 

(i) p∘f=p∘g ;  
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(ii) For every pair (P ׳, p׳) with P׳ set and p׳ : B→P׳ such that   
p׳∘f = p׳∘g, there is a unique function v :P→P׳ such that v∘p=p׳. 

 
Theorem 1.4.5.  For every pair of functions f, g : A→B, there is the 

cokernel of the pair (f, g) unique up to a bijection (in the sense that if (P, p) 
and (P׳, p׳) are two cokernels for the couple (f, g), then there is a bijection               
u : P→P׳ such that p׳∘u=p). 

 
Proof. We prove only the existence of cokernel of pair (f, g) because the 

uniqueness will be proved in the same way as in the case of kernel. 
 We consider the binary relation on B :  ρ = {(f(x), g(x)) : x∈A} and let 

<ρ> the equivalence relation of B generated by ρ (see Theorem 1.2.11).  
We will prove that the pair (B / <ρ>, p<ρ>, B) is the cokernel of the couple   

(f,g). Since for every x∈A we have (f(x), g(x))∈ρ⊆<ρ>, we deduce that                     
(f(x), g(x))∈<ρ>, hence   p<ρ>, B (f (x))=p<ρ>, B(g(x)), that is,   p<ρ>, B∘f=p<ρ>, B∘g.  

Let now a pair (P׳, p׳) with P׳ a set and p׳:B→P׳ such that p׳∘f=p׳∘g. 
Then for every x∈A, p׳(f(x))=p׳(g(x)), hence (f(x), g(x))∈ρ p´ (see Proposition 
1.3.14), so   ρ⊆ρp´ . Since ρp´ is an equivalence relation on B, by the definition of 
<ρ> we deduce that <ρ>⊆ρp´.  

By Proposition 1.3.13 there is a function α : B/<ρ>→B/ρp´ such that             
α∘p<ρ>, B= Bp

p ,′ρ  . Let β:B/ρp´→Im(p´) the bijection given by Proposition 1.3.14.        

We have pʹ=iʹ∘β∘ Bp
p ,′ρ , where iʹ: Im (pʹ)→Pʹ is the inclusion mapping.  

If we denote v=iʹ∘β∘α, then v∘ Bp ,ρ =(i´∘β∘α)∘ Bp ,ρ = 
=(i׳∘β)∘(α∘ Bp ,ρ )=(i׳∘β)∘ Bp

p ,′ρ = iʹ∘(β∘ Bp
p ,′ρ  )=pʹ. 

If we also have vʹ:B/<ρ>→Pʹ such that vʹ∘ Bp ,ρ =pʹ, then         

vʹ∘ Bp ,ρ = v∘ Bp ,ρ ; since Bp ,ρ   is  surjective, we deduce that vʹ=v                

(by Proposition 1.3.8). ∎ 
 
Remark 4.6. We denote (B/<ρ>, Bp ,ρ )=Coker (f, g) (or  B/<ρ>=    

Coker(f,g)  if there is no danger of confusion). 
 

 
           1. 5. Direct product (coproduct) of a family of sets 
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            Definition 1.5.1.  Let (Mi)i∈I be a non-empty family of sets. We call the 
direct product of this family  a pair  (P, (pi)i∈I),  where   P  is a non-empty  set  
and   (pi)i∈I  is a family of functions  pi : P → Mi  for every   i∈I  such that  : 
         For every other pair  (P׳, (pi ׳)i∈I)  composed by the set  P׳  and a family of 
functions   pi׳ : P׳→Mi  (i ∈I),  there is a unique function u:P׳→P such that  
pi∘u = pi׳,  for ever  i∈I. 
 
 Theorem 1.5.2. For every non-empty family of sets (Mi)i∈I there is his 
direct product which is unique up to a bijection. 
 
 Proof. The uniqueness of direct product.  If (P, (pi)i∈I) and (P׳, (pi ׳)i∈I) 
are two direct products of the family (Mi)i∈I, then by the universality property of 
direct product there exist u:P׳→P and v:P→P׳ such that pi∘u = pi׳ and pi׳∘v = pi for 
every   i∈I. 
 We deduce that pi∘ (u∘v) = pi    and p׳i ∘ (v∘u) = pi׳ for every i∈I.  Since 
pi∘1P = pi, pi1∘ ׳P׳ = pi׳ for every i∈I, by the uniqueness of direct product we 
deduce that u∘v = 1P and v∘u=1P׳, hence u is a bijection. 
 The existence of direct product. Let P={f : I→ U

Ii
iM

∈
: f(i) ∈Mi for every 

i∈I } and pi : P → Mi   pi (f) = f (i) for i∈I and f ∈P. 
 It is immediate that the pair (P, (pi)i∈I) is the direct product of the family 
(Mi)i∈I. n 
 
 Remark 1.5.3. The pair (P, (pi)i∈I) which is the direct product of the 
family of sets (Mi)i∈I will be denoted by ∏

∈Ii
iM . 

 For every j∈I, pj: ∏
∈Ii

iM →Mj is called j-th projection. Usually, by direct 

product we understand only the set P (omitting  the explicit mention of   
projections). 
 Since every function f:I→ U

Ii
iM

∈
 is determined by f(i) for every   i∈I, if 

we denote   f (i) = xi ∈ Mi, then    
                     ∏

∈Ii
iM ={(xi)i∈I : xi∈Mi for every i∈I}. 

  
 If I={1, 2, ..., n}, then ∏

∈Ii
iM coincides with M1 ×....× Mn defined in 

§1.1. 
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 Thus, pj: ∏
∈Ii

iM →Mj is defined by pj((xi)i∈I) = xj, j∈I.  

               Let now (Mi)i∈I and (Mi ׳)i∈I two non-empty families of non-empty sets 
and (fi)i∈I a family of functions fi : Mi→Mi׳, (i∈I). 
 
 The function f: ∏ ′→∏

∈∈ Ii
i

Ii
i MM , f((xi)i∈I)=(fi(xi))i∈I for every         

(xi)i∈I∈∏
∈Ii

iM  is called the direct product of the family (fi)i∈I of functions; we 

denote ∏=
∈Ii

iff . The function is unique with the property that pi׳ ∘f = fi∘pi for 

every i∈I. 
 It is immediate that ∏

∈

=∏
∈

Ii
ii M

Ii
M 11 and so, if we have another family of 

sets (Mi׳׳)i∈I and a family of functions (fi׳)i∈I with fi ׳: Mi ׳→Mi׳׳, (i∈I), then  

                                   





 ∏






 ∏ ′=∏ 





 ′

∈∈∈ Ii
i

Ii
i

Ii
ii ffff oo . 

  
 Proposition 1.5.4. If for every i∈I, fi is an injective (surjective, 
bijective) function, then ∏=

∈Ii
iff   is  injective  (surjective, bijective). 

 
 Proof. Indeed, suppose that for every  i∈I,  fi  is  injective and let            
α, β∈∏

∈Ii
iM  such that f (α)=f (β).  

 Then for every j∈I, f (α)(j)=f (β)(j) ⇔fj (α (j))=fj (β (j)). Since fj is 
injective, we deduce that α (j)=β (j), hence α=β, that means f  is  injective.  
 Suppose now that for every i∈I, fi is surjective and let  φ∈∏ ′

∈Ii
iM , that is,   

φ:I→ U
Ii

iM
∈

′  and φ(j)∈ Mj´ for every j∈J. Since fi is surjective, there is xj∈Mj such 

that fj (xj )=φ (j). If we consider ψ:I→ U
Ii

iM
∈

defined by ψ (j)=xj  for every j∈I, then  

f (ψ)=φ, that is, f is surjective.  ∎ 
 
 In the theory of sets, the dual notion of direct product is the notion of 
coproduct of a family of sets (later we will talk about the notion of dualization - 
see  Definition 4.1.4).  
 
 Definition 1.5.5. We call  coproduct of a non-empty family of sets  
(Mi)i∈I, a pair (S, (α i)i∈I ) with  S a non-empty set  and  αi:Mi→S (i∈I) a family 
of functions such that : 
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 For every set S׳  and a  family (α׳i)i∈I  of functions with  αi׳:Mi→S׳ 
(i∈I), there is a unique  function u:S→S׳ such that u∘αi=α׳i  for ever  i∈I.  
 

 Theorem 1.5.6.  For every non-empty family  (Mi)i∈I  of functions 
there is its coproduct which is unique up to a bijection. 
 
 Proof.  The proof of the uniqueness is analogous as in the case of direct 
product . 
 To prove the existence, for every   i∈I   we consider  iM =Mi×{i}  and 
S= U

Ii
iM

∈
 (we observe that for   i ≠ j, ji MM I  =∅). We define for every  i∈I,      

α i : Mi → S   by   αi (x) = (x, i) (x∈Mi) and it is immediate  that the pair               
(S,  (α i)i∈I )  is the coproduct of the family  (Mi)i∈I . n 
 
 Remark  1.5.7.  The  coproduct of the family  (Mi)i∈I  will be denoted 
by   C

Ii
iM

∈
and will be called disjunctive union of the family (Mi)i∈I .  

 The functions (αi)i∈I, which are injective, will be called canonical 
injections (as in the case of direct product, many times when we speak about the 
direct sum we will mention only the subjacent set, the canonical injections are 
implied). 
  As in the case of direct product, if we have  a family of functions (f i)i∈I   
with fi : Mi → M′i, (i∈I), then the function f : ′→

∈∈
CC

Ii
i

Ii
i MM defined by                

f((x, i))=(fi(x), i) for every i∈I and x∈Mi is the unique function with the property 
that α׳i ∘fi=f∘αi for every i∈I; we denote C

Ii
iff

∈
=  which will be called the 

coproduct of  (f i)i∈I. 
 It is immediate that 

CC
Ii

ii M
Ii

M
∈

=
∈

11  and if we have another family of 

functions (f׳ i)i∈I  with fi ׳: Mi ׳→Mi׳׳ (i∈I), then 













 ′=





 ′

∈∈∈
CoCC o

Ii
i

Ii
i

Ii
ii ffff . 

  
 As in the case of direct product of a family of functions (f i)i∈I  we have 
an analogous result and for C

Ii
iff

∈
= : 

 Proposition 1.5.8. If for every i∈I, fi is an injective (surjective, 
bijective) function, then C

Ii
iff

∈
=  is injective (surjective, bijective) function. 
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Proposition 1.5.9. Let (Ai)i∈I, (Bi)i∈I  be two families of functions such 
that for every i, j∈I, i ≠ j, Ai∩Aj = Bi∩Bj= Ø. If for every i∈I there is a 
bijection fi : Ai→Bi, then there is a bijection UU

Ii
i

Ii
i BAf

∈∈
→: . 

Proof. For every x∈ U
Ii

iA
∈

 there is a unique  i∈I such that x∈Ai. If we 

define f(x)=fi(x), then it is immediate that f is a bijection. ■   
 
                  
               
              Chapter 2 
 
              ORDERED SETS  
 
           2.1. Ordered sets. Semilattices. Lattices 
 
              Definition 2.1.1. An ordered set is a pair (A, ≤) where A is a non-empty 
set and ≤ is a binary relation on A which is reflexive, anti-symmetric and 
transitive. The relation ≤ will be called an order on A. For x, y∈A we write      
x < y if x ≤ y and x ≠ y. If the relation ≤ is only reflexive and transitive, the 
pair (A, ≤) will be called a partially ordered set (or a  poset). 
 
               If for x, y∈A we define x ≥ y iff y ≤ x, we obtain a new relation of order 
on A. The pair (A, ≥) will be denoted by A° and will be called the dual of (A, ≤). 
As a consequence of this result we can assert that to every statement that concerns 
an order on a set A there is a dual statement that concerns the corresponding dual 
order on A; this remark is the basic for the next very utile principle:  
 
                Principle of duality :To every theorem that concerns an ordered set A 
there is a corresponding theorem that concerns the dual set A° ; this is obtained 
by replacing each statement that involves  ≤ , explicitly or implicitly, by its dual .   
               Let (A, ≤ ) be a poset and ρ  an equivalence relation on A. We say that  
ρ  is compatible with the order ≤  of A (or that ρ  is a congruence on (A, ≤)) if for 
every x, y, z, t ∈ A such that ( ) ( ) ρρ ∈∈ tzyx ,,,  and .tyzx ≤⇒≤   
               If ρ  is a relation of equivalence on A compatible with the preorder ≤ , 
then on the factor set A/ ρ there will be possible to define a partial order by                

[x]ρ ≤ [y]ρ ⇔ x ≤ y.  
  Indeed, if we have x´, y´∈A such that [x´]ρ = [x]ρ and [y´]ρ = [y]ρ then    

(x, x´)∈ρ, (y, y´)∈ρ; since ρ  is a congruence on (A, ≤ ) and x ≤ y we deduce that   
x´ ≤ y´, that is, the  order on A/ρ is correctly defined.  

  The order defined on A/ρ will be called the preorder quotient. 
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               In what follows by (A,≤) we shall denote an ordered set. 
               If there is no danger of confusion, in the case of an ordered set (A, ≤ ) we 
mention only the subjacent set A (without mentioning the relation ≤, because it is 
implied). 
 
             Definition 2.1.2. Let m, M ∈A and S ⊆ A, S ≠ ∅. 
            (i) m is said to be the lower bound of S if for every s∈S, m ≤ s; by inf (S) 
we will denote the top element (when such exists) of the lower bounds of S. 
The lower bound for A will be called the bottom element or the minimum 
element of A (usually denoted by 0); 
 (ii)  M is said to be the upper bound of S if M is the lower bound for 
S in A°, that means, for every s∈S, s ≤ M; by sup (S) we will denote the bottom 
element (when such element exists) of the upper bounds of S; the upper bound 
for A will be called the top element or the maximum element of A (usually 
denoted by 1). 
                    A poset A with 0 and 1 will be called bounded. 
 If S={s1, s2, ..., sn}⊆A then we denote inf (S) = s1∧s2∧...∧sn  and        
sup (S) = s1∨s2 ∨...∨sn (of course, if these exist!). 
                    We say that two elements a, b of A are comparable if either a ≤ b  or    
b ≤ a; if all pairs of elements of A are comparable then we say that A forms a 
chain, or that ≤  is a total order on A. In contrast, we say that a,b ∈A are 
incomparable when a ≰ b and b≰ a. 
                    For a, b ∈ A we denote   
 (a, b)={x∈A: a<x<b} 
 [a, b]={x∈A: a≤x≤b} 
 (a, b]={x∈A: a<x≤b} 
 [a, b)={x∈A: a≤x<b}; these subsets of A will be called intervals in A. 
 For a, b∈A we say that a is covered by b (or that b covers a) if a < b 
and if we have a ≤ c ≤ b, then a=c or c=b; we denote this by using the notation       
a ≺ b. 
 Many ordered sets A can be represented by their means of a Hasse 
diagram; in such a diagram we represent the elements of A by small circles "∘" in 
such way that if a ≺  b then the circle representing a is lower in the diagram than 
that representing b; now connect these two circles with straight lines (we remark 
that the intersections of two straight lines can’t be an element of the set A). 
                    This procedure can always be carried out when the set A is finite, and 
even in the infinite case the structure of A can sometimes be indicated. 
  Below are some examples of Hasse diagrams: 
 



Dumitru Buşneag 44

 
                                           M5                               N5 
 
             
              Definition 2.1.3. We say that an ordered set A is   
  (i) meet–semilattice, if for every two elements a, b∈A there is 
a∧b=inf{a, b}; 

  (ii) join–semilattice, if for every two elements a, b∈A there is    
a∨b=sup{a, b}; 
            (iii) lattice, if it is both meet and join-semilattice (that is, for every two 
elements a, b ∈ A there exist a ∧ b and a ∨ b in A); 
            (iv) inf–complete, if for every subset S ⊆ A there is inf (S); 
 (v) sup–complete, if for every subset S ⊆ A there is sup(S); 
            (vi) complete if it is both inf and sup-complete (in this case A will be 
called complete lattice);  
  The weaker notion of conditional completeness refers to a poset in which 
sup(S) exists if S is non-empty and S has an upper bound, and dually. 
 

 Remark 2.1.4.   
    (i)    If A is a complete lattice, then inf (∅) = 1 and sup (∅) = 0. 
    (ii) Every ordered set A which is inf-complete or sup-complete is a 

complete lattice. 
    Suppose that A is inf-complete. If M ⊆ A, then sup(M) = inf (Mʹ), where 

Mʹ is the set of all upper bounds of M (Mʹ is non-empty since 1= inf (∅)∈Mʹ). 
Indeed, for every x∈M and y ∈ Mʹ we have x ≤ y, hence x ≤ m = inf(Mʹ), hence 
m∈ Mʹ, that means, m = sup (M). Analogous if we suppose L is sup-complete. 
 
 Theorem 2.1.5. Let L be a set endowed with two binary operations         
∧,∨ : L × L → L  associative, commutative, idempotent and with the 
absortion property (which is, for every  x, y∈L  we have x ∧ ( x ∨ y) = x and    
x ∨ ( x ∧ y) = x).  
              Then    
  (i) For every x, y∈L, x ∧ y = x  ⇔ x ∨ y = y; 
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  (ii) If we define for x,  y∈L 
    x ≤ y ⇔ x ∧ y = x ⇔ x ∨ y = y,  
then (L, ≤) is a lattice where ∧ and ∨ plays the role of infimum and respective 
supremum. 
 
 Proof. (i). If x ∧ y = x, since y ∨ (x ∧ y) = y ⇒ y ∨ x = y ⇒  x ∨ y = y. 
Dually, if  x ∨ y = y ⇒ x ∧ y = x. 
 (ii). Since x ∧ x = x ⇒ x ≤ x. If x ≤ y and y ≤ x ⇒ x ∧ y = x and y ∧ x = y 
⇒ x = y. If x ≤ y and y ≤ z ⇒ x ∧ y = x and y ∧ z = y. Then  x ∧ z = (x ∧ y) ∧ z  
= x ∧ ( y ∧ z) = x ∧ y = x, hence x ≤ z. So, (L, ≤) is an ordered set.  

We have to prove that for every x, y∈L, inf{x,y} = x ∧ y and         
sup{x,y}= x ∨ y. 

Since x ∨ (x ∧ y) = x ⇒ x ∧ y ≤ x. Analogous x ∧ y ≤ y. If we have       
t∈L such that t ≤ x  and  t ≤ y ⇒ t ∧ x = t, t ∧ y = t and t ∧ (x ∧ y) =  (t ∧ x) ∧ y 
= t ∧ y = t ⇒  t ≤ x ∧ y. 

Analogous we will prove that sup{x,y} = x ∨ y. ∎ 
 
 Definition  2.1.6. An element m∈A will be called : 
              (i)  minimal, if we have a∈A such that a ≤ m, then m = a; 
             (ii)  maximal, if we have a∈A such that m ≤ a we deduce that m = a. 
  
 Definition 2.1.7. If A is a meet-semilattice (respective, join-semilattice) 
we say that A׳⊆A is a meet-sub-semilattice (respective, join -sub-semilattice),  if 
for every a, b∈A׳ we have a⋀b∈A׳ (respective, a⋁b∈A׳). 
 If A is a lattice, A׳⊆A will be called sublattice, if for every a, b∈A׳ we 
have a∧b, a∨b∈A׳. 
  
 Examples  
 1. Let ℕ be the set of natural numbers and "" the relation of divisibility 
on ℕ. Then "" is an order relation on ℕ; with respect to this order ℕ is a lattice, 
where for m, n∈ℕ, m ∧ n = (m, n) (the greatest common divisor of m and n) and 
m ∨ n = [m, n] (the least common multiple of m and n). 
 Clearly, for the relation of divisibility the number 1∈ℕ is the initial 
element and the number 0∈ℕ is the final element. This order is not a total one, 
since if we have two natural numbers m, n such that (m,n) = 1                               
(as the examples 2 and 3) dones not  have m ∣ n or n  m. 
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    2. If K is one of the sets ℕ, ℤ, ℚ or ℝ, then K become  lattice relative to 
the natural ordering and the natural ordering is total . 
            3. Let M be a set and P(M) the set of all subsets of M; then (P(M), ⊆) is a 
complete lattice (called the  lattice of power sets of  M ; clearly, in this lattice 0 = 
∅ and 1 = M). 
 Let now A, A׳ be two ordered sets (if there is no danger of confusion, we 
will denote by ≤ the same relations of order from A and A׳) and f : A→A׳               
a function. 
 
 Definition 2.1.8. The function  f is said to be a morphism of ordered set 
or isotone (anti-isotone) function if for every a, b∈A, a ≤ b implies                         
f(a) ≤ f(b) (f(b) ≤ f(a)) (alternative f is said monotone increasing (decreasing)). 
 If A, A׳ are meet (join) – semilattices, f will be called morphism of meet 
(join) semilattices if for every a, b∈A, f (a ∧ b) = f (a) ∧ f (b) (respective             
f (a ∨ b) = f (a) ∨ f (b)). 
 If A, A׳ are lattices, f will be called morphism of lattices if for every          
a, b ∈A we have f (a ∧ b) = f (a) ∧ f (b) and f (a ∨ b) = f (a) ∨ f (b). 
 
 Clearly, the morphisms of meet (join) – semilattices are isotone mappings 
and the composition of two morphism of the same type is also a morphism of the 
same type. 
  The morphism of ordered sets f:A→A׳ will be called isomorphism of 
ordered set if there is g:A׳→A a morphism of ordered sets such that f∘g = 1A׳ and 
g∘f = 1A; in this case we write A≈A׳. 
           Since the definition of isomorphism of ordered set implies that f is bijective, 
an isomorphism f of ordered set is a bijective function for which f and g are order 
preserving. 
           We note that simply choosing f to be an isotone bijection is not suffice to 
imply that f is an isomorphism of ordered sets (see [9], p.13)       
  Analogous we define the notions of isomorphism for meet (join) – 
semilattices and lattices. 
 
           Next we will establish the way how partially ordered sets determine ordered 
sets (see Definition 2.1.1); for this let (A, ≤ ) be a poset. 
 It is immediate that the relation ρ  defined on A by: ( ) yxyx ≤⇔∈ ρ,  and  

xy ≤  is an equivalence on A.  

 If x, y, x׳, y׳∈A such that (x, x׳)∈ρ, (y, y׳)∈ρ and x ≤ y, then x ≤ x׳,        
x׳ ≤ x, y ≤ y׳ and y׳ ≤ y. From x ≤ y, y ≤ y׳ ⇒ x ≤ y׳ and from x׳ ≤ x and x≤ y׳ ⇒ 
x׳ ≤ y׳, that is, ρ is a congruence on (A, ≤ ).     



Categories of Algebraic Logic 

 

47

           We consider =A A/ ρ  together with preorder quotient (defined at the 
beginning of the paragraph) we have to prove that this preorder is in fact an order 
on A (that means, ρ  is anti-symmetric). 
            Indeed, let [ ] [ ]ρρ yx , A∈  such that [ ] [ ]ρρ yx ≤ , [ ] [ ]ρρ xy ≤ and we have to 
prove that [ ] [ ]ρρ yx = . We have x ≤ y and y ≤ x, hence ( ) ρ∈yx, , 
therefore [ ] [ ]ρρ yx = . 

           Therefore, the canonical surjection AApA →:  is an isotone function. 
           Following Proposition 1.3.13 it is immediate that the quotient set  ( )≤,A  
together with the canonical surjective function AApA →:  verify the following 
property of universality: 
            For every ordered set ( )≤,B  and every isotone function BAf →:  there is 
an unique isotone function BAf →:  such that .fpf A =o    
 

Let  (I, ≤ ) be a chain and  (Ai, ≤ )i∈I o family of ordered sets  (mutually 
disjoint) . Then CU

Ii
i

Ii
i AAA

∈∈
== (see Definition 1.5.5). 

We define on  A  an order  ≤   by : x ≤ y iff  x∈Ai, y∈Aj  and  i < j or      
{x, y}⊆Ak  and  x ≤ y in Ak (i,j,k∈I).  
 

Definition 2.1.9. The ordered set (A, ≤) defined above   will be called 
the ordinal sum of the family of ordered sets (Ai, ≤ )i∈I   .  

In some books, (A, ≤ ) will be denoted by iIi
A

∈
⊕ .   

If I = {1,2, …,n},  iIi
A

∈
⊕   is replaced by    A1⊕…⊕An.  

 
Consider now a set I and ∏=

∈Ii
iAP  (see Definition 1.5.1). 

For two elements x, y∈P, x = (xi)i∈I, y = (yi)i∈I we define: x ≤ y ⇔  xi ≤ yi 
for every i∈I. It is immediate that  (P, ≤ )  become an ordered set and  canonical 
projections  (pi)i∈I ( with  pi : P →Ai   for every  i∈I)   are isotone functionss .This 
order on P will be called  direct  product order . 

As in the case of the sum between (ordinal) the pair  form from ordered set 
(P, ≤) and the family of projections (pi)i∈I verifies the following property of 
universality:  
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Theorem 2.1.10. For every ordered set  (P´, ≤ )  and every family of 
isotone functions  (p´i)i∈I  with  p´i : P´→Ai (i∈I)  there is a unique isotone 
function  u:P´→P  such that  pi ∘u = p´i ,  for every  i∈I. 

 
Proof. As in the case of direct product of sets  (see  Theorem 1.5.2)  it is 

immediate that  u : P´→P, u(x) =(p´i(x))i∈I  for every  x∈P´ verifies the conditions 
of the enounce . ∎ 
 

Definition 2.1.11. The pair (P, (pi)i∈I) will be called the direct product of 
the family (Ai, ≤ )i∈I. 

 
 Suppose that I = {1, 2, …, n}. On the direct product P = P1×…×Pn we can 

define a new order on P: if x = (xi)1 ≤ i ≤ n, y = (yi)1 ≤ i ≤ n ∈P: x ≤ y ⇔ there is 1≤s≤ n 
such that x1 = y1,…, xs-1 = ys-1 and xs < ys.  

This order will be called lexicographical order (clearly if  x, y ∈P  and     x 
≤ y  in lexicographical order, then x ≤ y relative to product order). 

 
Theorem 2.1.12. (Knaster [54]) Let L be a complete lattice and f:L→L 

an isotone function. Then there is a∈L such that f(a) = a. 
 

Proof.  Let A={x∈L: x ≤ f(x)}. Since 0∈A we deduce that A ≠ Ø; let        
a = sup(A). For every x∈A, x ≤ a, hence x ≤ f(x) ≤ f(a), so we deduce that a ≤ f(a). 
Then f(a) ≤ f(f(a)), hence f(a)∈A and so f(a) ≤ a, which is a = f(a). ■   

 
 An interesting application of Theorem 2.1.12 is the proof of the following 

important set-theoretic result:   
 

Corollary 2.1.13. (Bernstein [4]) Let  E  and  F  two sets  such that 
there are two injections  f:E→F  and  g:F→E. Then E and F are equipotent. 
 

Proof. For a set M we consider cM : P(M)→P(M), cM(N)=CM(N) 
(complementary of N in M). We recall  the functions defined in  Proposition 1.3.7 : 
f* : P(E)→P(F), f*(G)=f(G), for every G⊆E and g* : P(F)→P(E), g*(H)=g(H), for 
every H⊆F and consider the function h:P(E)→P(E), h=cE∘g*∘cF∘f*, which is 
isotone (because if G,K⊆E and G⊆K⇒f(G)⊆f(K) 
⇒cF(f(K))⊆cF(f(G))⇒g(cF(f(K)))⊆g(cF(f(G)))⇒cE(g(cF(f(G))))⊆cE(g(cF(f(K)))) ⇒ 
h(G)⊆h(K)). Since (P(E), ⊆) is a complete lattice, then by Theorem of  Knaster 
(Theorem 2.1.12), there is G⊆E such that h(G)=G, and therefore cE(G) = 
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(g*∘cF∘f*)(G). We have that E = G ∪ cE(G) and F = f*(G) ∪ cF(f* (G)), so  
f:G→f*(G) and g: cF(f*(G))→ cE(G) are bijections as in the next figure : 
 

 
 

Then t:E→F, t(x)=






=∉

∈

xygandGxify

Gxifxf

)(,

,),(
 is a bijection, hence E and 

F are equipotent. ■   
 
 
    2.2. Ideals (filters) in a lattice  

 
   Definition 2.2.1. Let A be a meet - semilattice and F ⊆A a non – empty 
subset. F will be called  filter  of A if F is a meet -sub-semilattice of A and for 
every a, b ∈A, if a ≤ b and a∈F, then b∈F. 
 
  We denote by F(A) the set of  filters of A. 
            The dual notion for filter is the notion of  ideal for a join-semilattice: 
 
   Definition 2.2.2. Let A be a join - semilattice and I ⊆A a nonempty 
subset  of A. I will be called an ideal of A if I is a join-sub-semilattice of A and 
for every a, b∈A with a ≤ b, if b∈I, then a∈I. 
 
  We denote by I(A) the set of ideals of A. 
 
   Remark 2.2.3. If A is a lattice, then the notions of filter and ideal have a 
precise definition in A (since A is simultaneous meet and join-semilattice), so        
A ∈F(A) ∩ I(A). 
 

    cF(f*(G)) 
 
 
 
      f*(G) 

     cE(G) 
 
 
 
        G        

g 

f 

E F 
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 Since the intersection of a family of filters (ideals) is also a filter (ideal), we 
can define the notion of  filter (ideal) generated by a non-empty set (which is, the 
intersections of all  filters (ideals) of A which contains S). 
 If A is a  meet (join ) - semilattice, for ∅ ≠ S ⊆ A we denote by [S) ((S]) the 
filter (ideal) generated  by  S. 
 
 Proposition 2.2.4. If A is a meet -semilattice and S ⊆ A a non-empty 
subset of A, then   
           [S)={a∈A: there exist  s1, s2 ,..., sn∈S  such that s1⋀s2 ⋀…⋀sn≤a}. 
 
 Proof. Let FS={a∈A: there exist s1, s2 ,..., sn∈S such that s1⋀s2 
⋀…⋀sn≤a}. It is immediate that FS  ∈ F(A) and S ⊆ FS, hence [S) ⊆ FS. If   
F׳∈F(A) such that S ⊆ F׳ then FS⊆F׳, hence FS⊆∩F׳=[S),that is, [S)=FS. n 
 
           By the Principle of duality we have: 
 
 Proposition 2.2.5. If A is a join-semilattice and S⊆A is a non-empty 
subset of A, then   
   (S]={a∈A: there exist s1, s2 ,..., sn∈S such that a ≤ s1∨ s2 ∨…∨ sn}.     
 
         So, (F(A),⊆) and (I(A),⊆) are lattices, where for F1, F2∈F(A) (respective I1, 

I2∈I(A)) we have F1⋀F2=F1∩F2 and F1⋁F2=[F1∪F2) (respective I1⋀I2=I1∩I2 and  
I1⋁I2=(I1∪I2]).  
        In facts, these two lattices are complete. 

If A is a meet (join)-semilattice and a∈A, we denote by [a) ((a]) the filter 
(ideal) generated by {a}.  

It is immediate that: [a)={x∈A:a≤x} and (a]={x∈A : x≤a}; [a), ((a]) is 
called the principal filter (ideal) generated by a. 
 
 Corollary 2.2.6. Let L be a lattice, a∈L, I, I1, I2∈I(L) and F, F1, 
F2∈F(L).   Then  

(i) I(a)≝(I∪{a}]=I∨(a]={x∈L: x≤y∨a  with  y∈I}; 
(ii) F(a)≝[F∪{a})=F∨[a)={x∈L:y∧a≤x  with  y∈F}; 
(iii) I1∨I2 = {x∈L:x≤ i1∨i2  with i1∈I1 and i2∈I2 }; 
(iv) F1∨F2 = {x∈L:f1∧f2≤ x with f1∈F1 and f2∈F2}.  

 
Theorem 2.2.7.  Let (A, ≤) be an ordered set. Then A is isomorphic with 

a set of subsets of some set (ordered by inclusion). 
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 Proof. For every a∈A we consider Ma={x∈A∣x≤a}⊆A.  Since for every   a, 
b∈A, a ≤ b we have Ma ⊆ Mb, we deduce that the isomorphism of ordered set         
a → Ma for a∈A yells to the result. n 
 
    Definition 2.2.8.   
   (i) An ordered set A with the property that every non-empty subset of A 
have an initial element is called well ordered (clearly, a well ordered set is inf-
complete and total ordered); 
   (ii) An ordered set A with the property that every total ordered non-
empty subset of A have an upper bound (lower bound) is called inductive      
(co-inductive) ordered set. 

 
 In [31] (§1 of Chapter 3, Theorem 1.21) it is proved that (ℕ, ≤) is an 

example of well ordered set. 
 Next, we accept that for every set M the axiom of choice is true: 
There is  a function  s : P(M) → M  such that s(S)∈ S  for every non-empty 

subset  S  of  M. 
We recall a main result of  Bourbaki and some important corollaries (for the 

proof of these corollaries see [70]). 
 

Lemma 2.2.9. (Bourbaki). If (A, ≤) is a non-empty ordered set, inductive 
ordered and f : A → A is a function such that f (a) ≤ a for every a∈A, then 
there exists u∈A such that f (u) =u.   
 

Corollary 2.2.10. (Hansdorf principle of maximality). Every ordered set 
contain a maximal chain.   
 

Corollary 2.2.11. (Zorn‘s lemma). Every non-empty set which is 
inductive (co inductive) ordered set has a maximal (minimal) element.   
  
 Corollary  2.2.12. (Principle of maximal (minimal) element)). Let (A, ≤) be 
an inductive (co inductive) ordered set and a∈A. Then there exists a maximal 
(minimal) element ma ∈ A such that a ≤ ma (ma ≤ a).   
 

Corollary 2.2.13. (Kuratowski lemma). Every total ordered subset of an 
ordered set is contained in a maximal chain.   
 

Corollary 2.2.14. (Zermelo theorem). On every non-empty set A one can 
introduce an order such that the set A become well ordered. 
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Corollary 2.2.15. (Principle of transfinite induction). Let (A, ≤) be an 
infinite well ordered set and P a given property. To prove that all elements of 
a have the property P, it is suffice to prove that:  
   (i)  The initial element 0 of A has property P; 

   (ii) If for a∈A, all elements x∈A such that x < a has property P, then the 
element a has property P.   
 
             2.3. Modular lattices. Distributive lattices  
 

Proposition 2.3.1. Let (L,∧,∨) be a lattice. The following identities in L 
are equivalent : 

(i)   x∧(y∨z)=(x∧y)∨(x∧z); 
(ii)  x∨(y∧z)=(x∨y)∧(x∨z). 
 
Proof. (i)⇒(ii). Suppose that (i) is true. Then  

x∨(y∧z) = (x∨(x∧z))∨(y∧z) = x∨[(x∧z)∨(y∧z)] = x∨[z∧(x∨y)] =  
= (x∧(x∨y))∨(z∧(x∨y)) = (z∨x)∧(x∨y) = (x∨y)∧(x∨z). 

(ii)⇒(i). Analogous.  ∎ 
  Definition 2.3.2. We say that a lattice (L,≤) is distributive if L verifies 

one of the equivalent conditions of Proposition  2.3.1.  
 

 Definition 2.3.3. We say that a lattice (L,≤) is modular if for every              
x, y, z ∈ L with z ≤ x we have x ∧ (y ∨ z) = (x ∧ y) ∨ z. 

 
  We note that we have lattices which are not modular. 
  Indeed, if we consider the lattice usually denoted by N5: 
 
                   1 
 
 
                         c                                         b 
   
                               a  
                                                                                   
                                                                                                                                                        
                                                      0                                       
 
 
we remark that a ≤ c, but a ∨ (b ∧ c) = a ∨ 0 = a and (a ∨ b) ∧ c = 1 ∧c = c ≠ a, 
hence c ∧ (b ∨ a) ≠ (c ∧ b) ∨ a, that is, N5  is not a modular lattice. 
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           A classical example of modular lattice is the lattice L0(G) of normal 
subgroups of  a group G (which is a sublattice of the lattice L(G) of the subgroups 
of G - see [31]).    
      
  Theorem 2.3.4. (Dedekind). For every lattice L the following assertions 
are equivalent :  
 (i)   L is modular; 
 (ii)  for every a, b, c∈L, if c ≤ a, then a ∧(b ∨ c) ≤ (a ∧ b)∨ c; 
 (iii) for every a, b, c∈L we have ((a∧c) ∨ b) ∧ c = (a∧c) ∨ (b∧c); 
 (iv) for every a, b, c∈L, if a ≤ c, then from a ∧b =c ∧b and a ∨ b = c ∨ b 
we  deduce that a = c; 
 (v)   L doesn’t contain sublattices isomorphic with N5. 
 
  Proof. Since in every lattice, if c ≤ a, then (a ∧ b) ∨ c ≤  a ∧ (b ∨ c), the 
equivalence (i) ⇔ (ii) it is immediate. 
(i) ⇒ (iii).  Follows from a ∧ c ≤ c. 
(iii) ⇒ (i). Let a, b, c ∈ L such that a ≤ c. Then a = a ∧ c, hence                              
(a ∨ b) ∧ c = ((a ∧ c) ∨ b) ∧ c = (a ∧ c) ∨ (b ∧ c) = a ∨ (b ∧ c). 
(i) ⇒ (iv). We have a=a∨(a∧b)=a∨(c∧b)=a ∨ (b ∧ c)=(a ∨ b)∧ c= (c ∨ b) ∧ c = c. 
(iv) ⇒ (v). Clearly (by the above remark). 
(v)⇒ (i). Suppose by contrary that L is not modular. Then we have a, b, c in L  
such that a ≤ c, and a ∨ (b ∧ c) ≠ (a ∨ b) ∧ c. We remark that                                
b∧c <  a ∨ (b ∧ c) < (a ∨ b) ∧ c < a∨b, b ∧ c < b < a ∨ b,  a ∨ (b ∧ c) ≤  b  and      
b ≤  (a ∨ b) ∧ c.  In this way we obtain a Hasse diagram for a sublattice of L 
isomorphic with N5: 
           a ∨ b 
 
 
             (a ∨ b) ∧ c 
                        
                                                                           b 
           a ∨ (b ∧ c) 
                    
                                                                                                              
                                             b ∧ c       
 
(we remark that (a ∨ (b∧c)) ∨ b = a∨ ((b∧c) ∨ b) = a∨b and ((a∨b) ∧ c) ∧ b =           
= ((a ∨ b) ∧ b) ∧ c = b ∧ c), which is a contradiction!.  n 
 
 Theorem 2.3.5. (Scholander). Let L be a set and ∧, ∨ : L × L → L two 
binary operations. The following assertions are equivalent: 
 (i)    (L, ∧, ∨) is a distributive lattice; 
 (ii)   In L we have the following identities true: 
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1) x ∧ (x ∨ y) = x; 
2) x ∧ (y ∨ z) = (z ∧ x) ∨ (y ∧ x). 

Proof.  (i) ⇒ (ii). Clearly . 
 (ii) ⇒ (i). From (1) and (2) we deduce that x = x ∧ (x ∨ x) = (x∧x)∨(x ∧x); 
x ∧ x = (x ∧ x )∧((x ∧ x) ∨ (x ∧ x)) = (x ∧ x) ∧ x; x ∧ x = x ∧((x ∧ x)∨ (x ∧ x)) = 
((x ∧ x) ∧ x)∨((x ∧x) ∧x) = (x ∧x) ∨ (x ∧x) = x ; x ∨ x = (x ∧ x) ∨ (x ∧ x) = x,       
so we deduce the idempotence of ∧ and ∨. 
 For commutativity and dual absortion:  

x ∧ y = x ∧ (y ∨ y) = (y ∧ x) ∨ (y ∧ x) = y ∧ x; 
 (x ∧ y) ∨ x = (y ∧ x) ∨ (x ∧ x) = x ∧ (x ∨ y) = x; 
 x ∧ (y ∨ x) = (x ∧ x)∨(y ∧ x) = x ∨ (x ∧ y) = x ∨ ((x ∧ y)∧ ((x ∧ y)∨ x))= 
=(x ∧ x) ∨ ((x ∧ y) ∧ x)=x ∧((x ∧ y) ∨ x)=x ∧ x= x; 
 x ∨ y = (x ∧(y ∨ x))∨(y∧(y ∨ x)) = (y ∨ x)∧(y ∨ x) =y ∨ x. 
 Associativity: 
 x ∧ ((x ∨ y) ∨ z) = (x ∧ (x ∨ y))∨ (x ∧ z) = x ∨ (x ∧ z) = x; 
 x ∨ (y ∨ z) = (x ∧ ((x ∨ y) ∨ z)) ∨ (y ∧ ((y ∨ x) ∨ z)) ∨ (z ∧ ((x ∨ y) ∨ z)) = 
= ( x ∧ ((x ∨ y) ∨ z))∨[((x ∨ y) ∨ z) ∧ (y ∨ z)] = ((x ∨ y) ∨z) ∧ (x ∨ (y ∨ z)); 
             (x ∨ y)∨ z = z ∨ (y∨ x) = ((z ∨ y) ∨ x) ∧ (z∨ (y∨x))  =  
                              = [(x ∨ y) ∨ z) ∧ (x ∨ (y∨z)] = x ∨ (y ∨ z). 

So, by Theorem 2.1.5, (L, ∧, ∨) is a lattice and from 2) we can deduce its  
distributivity. n 

 Theorem 2.3.6. (Ferentinou-Nicolacopoulou). Let L be a set, 0∈L and    
∧, ∨ : L × L → L two binary operations. The following assertions are 
equivalent : 
 (i)  (L, ∧, ∨)  is a distributive lattice with 0; 
 (ii) In L we have the  following  identities : 
                       1) x ∧ (x ∨ y) = x; 
                       2) x ∧ (y ∨ z) = (z ∧ (x ∨ 0)) ∨ (y ∧ (x ∨ 0)). 
 Proof. (i) ⇒ (ii). Clearly. 
 (ii) ⇒ (i). We shall prove that x ∨ 0 = x and then we apply Theorem 2.3.5. 
 Indeed, x ∨ x = (x ∧ (x ∨ 0))∨(x ∧ (x ∨ 0)) = x ∧ (x ∨ x) = x; x ∧ x = x ∧   
(x ∨ x) = x; x ∧ y = x ∧ (y ∨ y)=(y∧(x ∨ 0))∨(y ∧ (x ∨ 0))=y∧(x ∨ 0); x ∨ 0 =        
=(x ∨ 0) ∧ (x ∨ 0) = x ∧ (x ∨ 0) = x. n     
      Clearly, every distributive lattice is modular. 
              In what  follows by Ld we denote the class of  distributive lattices and by   
Ld (0, 1)  the class of  all bounded  distributive lattices.  
   Examples 
   1. If L  is a chain, then L∈Ld (0, 1). 
   2. (ℕ, | ),  (P (M), ⊆) ∈ Ld (0, 1). 
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     Remark 2.3.7. Reasoning inductively relative to  n∈ℕ*, we deduce 
that if  S1, S2, ..., Sn are non-empty subsets of a distributive lattice L, then  

( ) ( )






 ××∈∨∧=∧∨

== n

n

ii

n

i
SSfifS ...111

. 

   Theorem 2.3.8. For a lattice L the following assertions are equivalent : 
   (i)   L ∈ Ld; 
   (ii)   a ∧ (b ∨ c) ≤ (a ∧ b) ∨ (a ∧ c) for every a, b, c ∈ L; 
   (iii) (a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a) for every        
a, b, c∈L; 
   (iv) For every a, b, c∈L, if a ∧ c = b ∧ c and a ∨ c = b ∨ c, then a = b; 
   (v)  L doesn’t contain sublattices isomorphic with N5 or M5, where we 
recall that M5 has the following Hasse diagram  
 
                                                                1 
 
 
                                               a            b                c 
                                            
 
                                                                  

                                                                0 
 
 Proof. (i) ⇔ (ii). Follows from the remark that for every elements a, b, c ∈ L,  
(a ∧ b) ∨ (a ∧ c) ≤ a ∧ (b ∨ c). 
(i) ⇒ (iii). Suppose that L ∈ Ld and let a, b, c ∈ L. Then  (a ∨ b) ∧ (b ∨  c) ∧        
(c ∨ a)  =  (((a ∨ b) ∧ b) ∨ ((a ∨ b) ∧ c)) ∧ (c ∨ a) = (b ∨ ((a ∧ c) ∨  (b ∧ c))) ∧ (c ∨ 
a)  =  (b ∨ (a ∧ c))  ∧  (c ∨ a)  =  (b ∧(c ∨ a)) ∨ ((a ∧ c) ∧ (c ∨ a)) = ((b ∧ c) ∨ (b ∧ 
a)) ∨ (a ∧ c) = (a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a). 
(iii) ⇒ (i). We deduce immediate that L is modular, because if a, b, c ∈ L and        
a ≤ c, then (a ∨ b) ∧ c  =  (a ∨ b) ∧ ((b ∨ c) ∧ c) = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a) =             
(a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a) = (a ∧ b) ∨ (b ∧ c) ∨ a = ((a ∧ b) ∨ a) ∨ (b ∧ c) =                    
a ∨ (b ∧ c). 
            With this remark, the distributivity of  L follows in the following way:  
 a ∧ (b ∨ c) = (a ∧ (a ∨ b)) ∧ (b ∨ c)  =  ((a ∧ (c ∨ a)) ∧ (a ∨ b) ∧ (b ∨ c)  =              
a ∧ (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a) = a ∧ ((a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a)) =                      
(a ∧ ((a ∧ b) ∨ (b ∧ c))) ∨ (c ∧ a) = (by modularity) = a ∧ (b ∧ c)) ∨ (a ∧ b) ∨        
(c ∧ a) = (by modularity) = (a ∧ b) ∨ (a ∧ c). 
(i) ⇒ (iv).  If  a ∧ c = b ∧ c and a ∨ c = b ∨ c, then a = a ∧ (a ∨ c)  =  a ∧ (b ∨ c)  =  
(a ∧ b) ∨ (a ∧ c)  =  (a ∧ b) ∨ (b ∧ c)  =  b ∧ (a ∨ c) =  b ∧ (b ∨ c) = b. 
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(iv) ⇒ (v). Suppose by contrary that N5 or M5 are sublattices of L. In the case of  
N5 we observe that b ∧ c = b ∧ a = 0, b ∨ c = b ∨ a = 1 but a ≠ c and in the case of   
M5, b ∧ a = b ∧ c = 0, b ∨ a = b ∨ c = 1 but a ≠ c – which is a contradiction! 
(v) ⇒ (i). By Theorem 2.3.4, if L doesn’t have isomorphic sublattices with N5 then 
L is modular. Since for every a, b, c ∈ L we have (a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a) ≤ (a ∨ 
b) ∧ (b ∨ c) ∧ (c ∨ a), suppose by contrary that there are a, b, c ∈ L such that             
(a ∧ b) ∨ (b ∧ c) ∨ (c ∧ a)  < (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a). We denote  d = (a ∧ b) ∨  
(b ∧ c) ∨ (c ∧ a), u = (a ∨ b) ∧ (b ∨ c) ∧ (c ∨ a), a′ = (d ∨ a) ∧ u,  b′  = (d ∨ b) ∧ u   
and c′ = (d ∨ c) ∧ u. The Hasse diagram of the set {d, a′, b′, c′, u} is : 
                         
                                                                u 
 
 
                                                a′          b′               c′                                             
 
                                                                  

                                                     
                                                               d 
 
      
             Since {d, a′, b′, c′, u}⊆L is a sublattice, if we verify  that the elements d, a′, 
b′, c′, u are distinct, then the sublattice {d, a′, b′, c′, u} will be isomorphic with M5 
-  a contradiction !. 
   Since d < u, we will verify the equalities a′ ∨ b′  =  b′ ∨ c′=c′ ∨ a′ = u,  a′ ∧ 
b′ = b′ ∧ c′ = c′ ∧ a′ = d and then we will have that the 5 elements d, a′, b′, c′, u are 
distinct. 
   By the modularity of L we obtain   a′ = d ∨ (a ∧ u),  b′ = d ∨(b ∧ u),          
c′ = d ∨ (c ∧ u) and by symmetry it is suffice to prove only the equality                
a′∧c′= d. 
   Indeed, a′ ∧ c′  =  ((d ∨ a) ∧ u) ∧ ((d ∨ c) ∧ u)  = (d ∨ a) ∧ (d ∨ c) ∧ u =   
((a ∧ b) ∨ (b ∧ c)  ∨ (c ∧ a) ∨a) ∧ (d ∨ c) ∧ u  = ((b ∧ c) ∨ a) ∧ (d ∨ c) ∧ u  = ((b ∧ 
c) ∨ a) ∧ ((a ∧ b) ∨ c) ∧ (a ∨ b) ∧(b ∨ c)  ∧  (c ∨ a)  =  ((b ∧ c) ∨ a)  ∧ ((a ∧ b) ∨ c)  
= (b ∧ c)  ∨  (a ∧ ((a ∧ b) ∨ c)) = (by modularity) = (b ∧ c) ∨ (((a ∧ b) ∨ c) ∧ a)= (b 
∧ c) ∨ ((a ∧ b)∨(c∧a)) = (by modularity) = d.n 
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   Corollary 2.3.9. A lattice L is distributive iff for every two ideals             
I, J ∈ I (L),  I ∨ J = {i ∨ j  : i ∈ I and j ∈ J}. 
 

   Proof. Suppose that L is distributive. By Corollary 2.2.6, for t∈I ∨ J we 
have i ∈ I, j ∈ J such that t ≤ i ∨ j, so t = (t ∧ i) ∨ (t ∧ j) = i′ ∨ j′ with i′ = t ∧ i ∈ I 
and     j′ = t ∧ j ∈ J. 
   To prove the converse assertion, suppose by contrary that L is not 
distributive and we have to prove that there are I, J∈I (L) which doesn’t verify the 
hypothesis. 
   By Theorem 2.3.8, L contains a, b, c which together with 0 and 1 
determine the lattices N5 or M5. 
   Let I = (b], J = (c]. Since a ≤ b ∨ c we deduce that a∈I ∨ J. If we have        
a = i ∨ j with i∈I and j∈J, then j ≤ c, hence j ≤ a ∧ c < b. We deduce that j∈I and    
a = i ∨ j ∈I – which is a contradiction!  n 
 
    Corollary 2.3.10. Let L∈Ld and I, J∈I(L). If I∧J and I∨J are principal 
ideals, then I and J are principal ideals. 
 

   Proof. Let I ∧ J = (x] and I ∨ J = (y]. By Corollary 2.3.9, y = i ∨ j with i∈I   
and j∈J. If c = x ∨ i and b = x ∨ j, then c∈I and b∈J. We have to prove that I = (c]   
and J = (b]. 
   If by contrary J ≠ (b], then we have a∈J, a > b and {x, a, b, c, y} is 
isomorphic with N5 – which is a contradiction! 
   Analogous, if I ≠ (c], we find a sublattice of L isomorphic with M5, which 
is a new contradiction!  n 
 
   Corollary  2.3.11. Let L be a lattice and x, y∈L. Then (x] ∧ (y] = (x ∧ y]  
and (x ∨ y] ⊆ (x] ∨ (y]; if  L∈Ld, then (x] ∨ (y] = (x ∨ y]. 
 
   Proof. The equality (x] ∧ (y] = (x ∧ y] is immediate by double inclusion; 
the inclusion (x ∨ y]⊆(x] ∨ (y] follows from Corollary 2.2.6. If L∈Ld, then by  
Corollary 2.3.9, (x] ∨ (y] = {i ∨ j  :  i ∈ (x] and j ∈ (y]} =  {i ∨ j  :  i ≤ x and j ≤ y}, 
hence (x] ∨ (y] ⊆ (x ∨ y], that is, (x ∨ y]=(x] ∨ (y].  n 
 

Definition 2.3.12. Let L be a lattice. An  element a∈L is called join                
(meet)-irreducible (respective join(meet)-prim) if a = x∨y (a = x∧y) with  
x,y∈L, then a = x or a = y (respective,  a ≤ x∨y (x∧y ≤  a) then a ≤  x or  a ≤  y 
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(x ≤ a or  y ≤ a)). If L has 0, (1) an element a∈L is called atom (co-atom) if        
a ≠ 0 and  x ≤ a, then  x = 0 or x = a (a ≠ 1  and a ≤ x, then  x = a or x = 1). 
 

Theorem 2.3.13. Let L be a distributive lattice. Then  
             (i) a∈L is join (meet) – irreducible iff  is, respective, join (meet)-prim ; 

(ii)If L have 0, (1) then every atom (co-atom) is join(meet)- irreducible. 
 
Proof.(i). ,”⇒”. Let a∈L join–irreducible and a ≤ x∨y. Then a = a∧(x∨y) 

= (a∧x)∨(a∧y), hence a = a∧x  or  a = a∧y, that is, a ≤ x or a ≤ y. 
”⇐”. Suppose a = x∨y. Then x ≤ a and y ≤ a. Since a ≤ x∨y, by 

hypothesis a ≤ x or a ≤ y, hence a = x or a = y, that is, a is join-irreducible. 
Analogous for the case meet-irreducible equivalent with meet-prim. 

(ii). Suppose L has 0 and let a∈L an atom such that a ≤ x∨y. Since        
a∧x ≤ a  and a∧y ≤ a, then a∧x = a∧y = 0 or a∧x = a or a∧y= a. The first case is 
impossible because 0 ≠ a = (a∧x)∨(a∧y), hence a ≤ x or a ≤ y. Analogous for the 
case of  co-atoms. ∎ 

 
Proposition 2.3.14. Let L be a distributive lattice x, y∈L, I∈I(L) and           

I(x) = (I∪{x}]. Then    
(i)   If  x∧y∈ I, I(x)∩I(y) = I;    
(ii) The following assertions are equivalent : 

                      1) I is an meet-irreducible element in the lattice (I(L),⊆); 
         2) If  x, y∈L such that x∧y∈I, then  x∈I or y∈I. 

 
Proof. (i).Let x, y∈L such that x∧y∈I. If z∈I(x)∩I(y), then by        

Corollary 2.3.9 there are t, r∈I such that z ≤ x∨t and z ≤ y∨r. We deduce that           
z ≤ (x∨t)∧(y∨r) = (x∧y)∨(x∧r)∨(t∧y)∨(t∧r)∈I, hence z∈I, that is,  
I(x)∩I(y)⊆I. Since the another inclusion is immediate, we deduce that  
I(x)∩I(y)=I.  

(ii). 1)⇒2). Since I is supposed to be an meet-irreducible element in I(L) 
and by (i), I(x)∩I(y) = I, we deduce that I = I(x) or I = I(y), hence x∈I or y∈I. 

2)⇒1). Let I1, I2∈I(L) such that I=I1∩I2.  
Suppose by contrary that I ≠ I1 and I ≠ I2, hence there exist x1∈I1 such that  

x1∉I and x2∈I2 such that x2∉I. Then x1∧x2∈I1∩I2 =I; by hypothesis, x1∈I or x2∈I 
– which is a contradiction, hence I=I1 or I=I2. ∎ 
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Dually, we deduce 
       Proposition 2.3.15. Let L be a distributive lattice x, y∈L, F∈F(L) and         

F(x) = [F∪{x}). Then   
(i)  If x∨y∈F, F(x)∩F(y) = F;    
(ii) The following assertions are equivalent : 
           1) F is meet-irreducible element in the lattice (F(L),⊆); 
           2) If x, y∈L such that x∨y∈F, then x∈F or y∈F. 

 
Definition 2.3.16. Let L be a distributive lattice. A proper ideal (filter) 

of  L will be called prime if it verifies one of the equivalent conditions from  
Proposition 2. 3.14 (Proposition 2. 3.15). 

 
Definition 2.3.17. Let L be a lattice (distributive). A proper ideal 

(filter) of L will be called  maximal  if it is maximal element in the lattice I(L) 
(F(L)). Maximal filters are also called  ultrafilters. 

 
Corollary 2.3.18. (M.H. Stone). In a distributive lattice, every maximal 

ideal (filter) is prime. 
 
Proof. It is an immediate consequence of Propositions 2.3.14 and 2.3.15  

because one maximal ideal (filter) is an inf-irreducible element in the lattice    
(I(L), ⊆) (F(L), ⊆). ∎ 

 
The following result is immediate : 
Proposition 2.3.19. If L is a distributive lattice, then I∈I(L) is a prime 

ideal iff  L \ I is a prime filter. 
 

 
             2.4. The prime ideal (filter) theorem in a distributive lattice 

 
 

Theorem 2.4.1. Let L be a distributive lattice, I∈I(L) and F∈F(L) such 
that I∩F=Ø. Then there is  a prime ideal (filter) P such that I⊆P (F⊆P)  and 
P∩F = Ø (P∩I = Ø). 

 
Proof. By duality principle, it is suffice to prove the existence of the prime 

ideal P such that  I⊆P and P∩F=Ø . 
Let ℱI={I′∈I(L): I⊆I′ and I′∩F=Ø}. Since I∈ℱI we deduce that ℱI≠Ø. It 

is immediate that (ℱI,⊆) is an inductive set, so by Zorn’s Lemma (see Corollary 
2.2.11) in ℱI we have a maximal element P with properties I⊆P and P∩F=Ø. Since  
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F≠Ø we deduce that P≠L. We shall prove that P is a prime ideal, hence let x,y∈L 
such that x∧y∈P. Suppose by contrary that x∉P and y∉P. Then  
I⊆P⊆P∨(x]=P(x) and by the maximality of P we deduce that  P(x)∩F≠Ø.  

By Corollary 2.2.6 we have z∈F such that z ≤ t∨x with t∈P. Analogous 
we  deduce that there is z′∈F such that z′ ≤  t′∨y with t′∈P. Then z∧z′ ≤  
(t∨x)∧(t′∨y) = (t∧t′)∨(t∧y)∨(x∧t′)∨(x∧y)∈P, hence z∧z′∈P. Since  z∧z′∈F 
we deduce that P∩F≠Ø, - which is a contradiction!. Hence x∈P or y∈P, that is, P 
is a prime ideal. ∎ 

 
Corollary 2.4.2. Let L be a distributive lattice, I∈I(L) and a∈L such 

that  a∉I. Then there is a prime ideal P such that I⊆P and a∉P. 
 
Proof. It is an immediate consequence of Theorem 2.4.1 for F=[a), because 

if  a∉I, then I∩F=Ø .  ∎ 
 
Analogous we deduce  
Corollary 2.4.3. Let L be a distributive lattice, F∈F(L) and a∈L such 

that a∉F. Then there is  a prime filter P such that F⊆P and a∉P. 
  

Corollary 2.4.4. In a distributive lattice L, every ideal (filter) is the 
intersection of all prime ideals (filters) containing it. 

 
Proof. It will suffice to prove for ideals.For  I∈I(L)  we consider               

I1= ∩{P: I⊆P and  P  is  prime ideal in  L}. If  I≠I1 , then there is a∈I1∖I  and by  
Corollary 2.4.2  there is a prime ideal P in  L  such that  I⊆P  and  a∉P. Since I1⊆P  
and  a∈I1  we deduce that  a∈P,  a contradiction !.  ∎ 
 

Corollary 2.4.5. Let L be a distributive lattice and x,y∈L such that 
x≰y. Then there is an prime ideal (filter) P such that x∈P and y∉P.  

 
Proof. We apply Theorem 2.4.1 for I = (y], F = [x). ∎ 

 
Definition 2.4.6. A family ℛ of subsets of a set X will be called ring of 

sets if for every A, B ∈ ℛ then A∩B ∈ ℛ and A∪B ∈ ℛ.  
 

              For a distributive lattice L we denote by Spec(L) the set of all prime ideals 
of L; Spec(L) will be called the spectrum of L.  
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We define φL:L→P(Spec(L)) by φL(x) = {P∈Spec(L): x∉P}.  
 

Proposition 2.4.7. Let L be a distributive lattice. Then   
(i)    φL(0) = Ø  and φL(1) = Spec(L);  
(ii)   φL(x∨y) = φL(x) ∪ φL(y), for any x,y∈L; 
(iii)  φL(x∧y) = φL(x) ∩ φL(y), for any x,y∈L; 
(iv)  φL  is an injective function. 

 
Proof.(i) Straigtforward. 
(ii). For P∈Spec(L), by Definition 2.3.16 we have P∈φL(x)∪φL(y) ⇔ 

P∈φL(x) or P∈φL(y) ⇔ x∉P or y∉P ⇔ x∨y∉P ⇔ P∈φL(x∨y), hence       
φL(x∨y) = φL(x) ∪ φL(y).  

(iii). Analogous. 
(iv). It follows from Corollary 2.4.5. ∎ 

 
Corollary 2.4.8. (Birkhoff, Stone) A lattice L is distributive iff it is 

isomorphic with a ring of sets. 
 

Proof. ”⇒”.For X = Spec(L), by Proposition 2.4.7 we deduce that L is 
isomorphic (as a lattice) with φL(L) and φL(L) is a ring of subsets of  X. 

“⇐”.Clearly.  ∎ 
 

Theorem 2.4.9. Let L be a distributive lattice with 1 and I∈I(L), I≠L. 
Then I is contained in a maximal ideal of L. 

 
Proof. It is immediate that if we denote ℱI = {J∈I(L), J ≠ L: I⊆J} then  

ℱI≠∅ (because I∈ℱI ) and (ℱI,⊆) is an inductive set, so we apply Zorn’s Lemma. 
∎ 

  
      Analogous we deduce 

Theorem 2.4.10. Let L be a distributive lattice with 0 and F∈F(L),  
F≠L. Then F is contained in an ultrafilter. 

 
Theorem 2.4.11. Let L be a distributive lattice with 0. Every element      

x ≠ 0 of L is contained in an ultrafilter. 
 

 
       2.5. The factorization of a bounded distributive lattice by an ideal 
(filter)  
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Let L be a bounded distributive lattice, I∈I(L) and F∈F(L). 

 
Lemma 2.5.1. The following assertions are equivalent: 
(i) For every x, y∈L there is i∈I such that x∨i = y∨i; 
(ii) For every x, y∈L there is i, j∈I such that x∨i = y∨j. 
 

 Proof.(i)⇒(ii). Clearly. 
(ii)⇒(i). Let x,y∈L; by hypothesis there are i, j∈I such that  x∨i = y∨j. If 

we consider k = i∨j∈I, then (x∨i)∨k = (y∨j)∨k ⇔ x∨k = y∨k. ∎ 
 
Analogous we deduce 
 
Lemma 2.5.2. The following assertions are equivalent:  
(i) For every x, y∈L we have i∈F  such that x∧i = y∧i; 
(ii) For every x, y∈L we have i, j∈F such that x∧i = y∧j. 

 
 We consider on L the binary relations  

             θI: (x,y)∈ θI ⇔ there is  i∈I such that x∨i = y∨i ⇔ there are i, j∈I such 
that x∨i = y∨j; 
             θF: (x,y)∈ θF ⇔ there is  i∈F such that x∧i = y∧i ⇔ there are i, j∈F  
such that x∧i = y∧j. 

 
 Proposition  2.5.3. θI and θF are congruences on L. 
 

Proof. It will suffice to prove only for θI. Since for every x∈L, x∨0=x∨0 
and 0 ∈ I we deduce that θI is reflexive. The symmetry of θI is clear. To prove the 
transitivity of θI, let x, y, z∈L such that (x,y), (y,z)∈θI. Thus there are i, j∈I such 
that x∨i=y∨i and y∨j=z∨j. If we denote k=i∨j∈I, we have  
x∨k=x∨(i∨j)=(x∨i)∨j=(y∨i)∨j=(y∨j)∨i=(z∨j)∨i=z∨k, hence (x,z)∈ θI.  

To prove the compatibility of θI with ∧ and ∨, let  x, y, z, t∈L such that 
(x,y), (z,t) ∈ θI. Then there are i, j∈I such that x∨i=y∨i and z∨j=t∨j. If we denote  
k=i∨j∈I, then (x∨z)∨k=(y∨t)∨k, hence (x∨z, y∨t)∈ θI.  

Also, we obtain: (x∨i)∧(z∨j)=(y∨i)∧(t∨j) 
          ⇔(x∧z)∨(x∧j)∨(z∧i)∨(i∧j)=(y∧t)∨(y∧j)∨(t∧i)∨(i∧j). 
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   If we denote k = (x∧j)∨(z∧i)∨(i∧j)∈I, r = (y∧j)∨(t∧i)∨(i∧j)∈I, then   
(x∧z)∨k=(y∧t)∨r, hence (x∧z, y∧t)∈ θI. ∎  

 
For x∈L we denote by  x/I (x/F) the equivalence class of  x modulo θI (θF)  

and by L/I (L/F) the factor set L/ θI (L/ θF) which in a natural way becomes a  
bounded distributive lattice (because θI and θF  show congruence on L).  

We also denote by pI:L→L/I (pF:L→L/F) the canonical surjective 
morphism defined by pI(x)=x/I (pF(x)=x/F), for every x∈L. The lattice L/I (L/F) 
will be called quotient lattice (we say that we have factorized L by ideal I (filter 
F)). 

 
Theorem 2.5.4. Let L be a distributive lattice with 0, I∈I(L) and x, 

y∈L. Then  
(i)   x/I ≤ y/I ⇔ x ≤ y∨i for some i∈I; 
(ii)  x/I = 0 = 0/I ⇔ x∈I; 
(iii) If F∈F(L) and I∩F=Ø, then pI(F) is a proper filter of  L/I. 
 
Proof.(i). We have x/I ≤ y/I ⇔ x/I∧y/I = x/I⇔ (x∧y)/I = x/I ⇔      

(x∧y, x)∈ θI ⇔  (x∧y)∨i=x∨I for some i∈I ⇔ (x∨i)∧(y∨i) = x∨i ⇔          
x∨i ≤  y∨i  ⇔ x ≤ y∨i for some i∈I.  

(ii). If x/I=0/I then there is i∈I such that x∨i = 0∨i = i∈I. Since x ≤ x∨i  
we deduce that x∈I. Conversely, if x∈I, since x∨x = x = x∨0 we deduce that     
(x, 0)∈ θI, hence x/I = 0 = 0/I. 

(iii). Firstly we have to prove that pI(F)∈F(L/I).  
Clearly, if α,β∈ pI(F), α = x/I, β = y/I with x,y∈F then                            

α∧β = (x∧y)/I∈ pI(F) (because x∧y∈F). Now let α, β∈L/I, α ≤ β and suppose that  
α = x/I with x∈F; let β = y/I with y∈L. From α ≤ β we deduce that x/I ≤ y/I and by  
(i) we obtain that x ≤ y∨i for some i∈I. Then y∨i∈F; since (y∨i)/I = y/I∨i/I = 
y/I∨0 = y/I we deduce that y/I∈ pI(F), hence pI(F) is a filter in L/I.  

We shall prove that pI(F)≠L/I; if by contrary pI(F) = L/I, then 0∈pI(F), 
hence 0 = x/I∈pI(F) with x∈I.  

We deduce that x/I = y/I with y∈F, hence there is  i∈I such that              
x∨i = y∨i. Since y ≤ y∨i = x∨i and x,i∈I we deduce that y∈I, hence I∩F≠ Ø, 
which is a contradiction!. ∎ 

Analogous we deduce  
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      Theorem 2.5.5. Let L be a distributive lattice with 1, F∈F(L) and           
x, y∈L. Then  

(i)   x/F ≤ y/F ⇔ x ≤ y∧i for some i∈F; 
(ii)  x/F = 1 = 1/F ⇔ x∈F; 
(iii) If I∈I(L) and I∩F=Ø, then pF(I) is a proper ideal of  L/F. 

 
Remark  2.5.6. Although L doesn’t have 0, if I∈I(L) then L/I  has 0. 

Indeed if we take x0∈I then, since for every x∈L, x0 ≤ x∨x0 we deduce that x0/I ≤ 
x/I,  hence x0/I = 0 in L/I.  

Analogous, if F∈F(L) and y0∈F, then y0/F = 1 (in L/F).  
 
 
   2. 6. Complement and pseudocomplement in a lattice.  
             Boolean lattices. Boolean algebras.  
 
  Definition 2.6.1. Let L be a bounded lattice. We say that an element a∈L   
is complemented if  there is  a′∈L such that a ∧ a′ = 0 and a ∨ a′ = 1  (a′ will be 
called the complement of a). 
  If every element of L is complemented, we say that L is complemented. 
  If L is a lattice and a, b ∈L, a ≤ b, the relative complement for an  
element x∈[a, b] is the element x′∈[a, b] (if  it exists!) such that x ∧ x′ = a and  
x ∨ x′ = b. 
  We say that a lattice L is relatively complemented if every element x of L 
is complemented in every interval [a,b] which contain x. 
          A relatively complemented distributive lattice is a distributive lattice such 
that every element is relatively complemented; such a lattice with 0 is called a 
generalized Boolean algebra. 
 
   Lemma 2.6.2. If L∈Ld(0, 1), then the complement of an element a∈L 
(if it exists) is unique. 
   Proof. Let a∈L  and a′, a′′ two complements of a. Then a ∧ a′ = a ∧ a′′ = 0   
and a ∨ a′ = a ∨ a′′ = 1, hence a′ = a′′ (by Theorem 2.3.8 (iv)).  n 
 
   Lemma 2.6.3. Every modular, bounded and complemented lattice L is  
relatively complemented. 
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   Proof. Let b, c ∈L, b ≤ c, a ∈[b, c] and a′ ∈ L the complement of a in L. If 
we consider a′′ = (a′ ∨ b) ∧ c ∈ [b, c], then by a≥b and by the modularity of L we 
obtain a ∧ a′′=  a ∧ [(a′∨ b) ∧ c] = [(a ∧ a′)∨ (a ∧ b)] ∧ c =  (a ∧ b) ∧ c =  b ∧ c= b  
and a ∨ a′′ = a ∨[(a′∨ b) ∧ c] = (a ∨ a′∨ b) ∧ (a ∨ c) = 1 ∧ c = c, hence a׳׳ is the 
relative complement of a in [b, c]. n 
 

Theorem 2.6.4. Let L be a relatively complemented distributive lattice.                           
Then in L an ideal I is prime iff  I is maximal. 

 
Proof. If  I is maximal, then by Corollary 2.3.18, I is prime. Suppose I is a 

prime ideal. If we consider J∈I(L) such that I⊂J if we prove that J=L, then I will 
be maximal. We choose x∈J∖I, y∈I and z∈L. By hypothesis x have a complement 
x′ in [x∧y, x∨z]. Then x∧x′=x∧y∈I; since I is prime we deduce that x′∈I             
(because x∉I). Since I⊂J we deduce that x′∈J. Since x∨x′=x∨z and x∨x′∈J we 
deduce that x∨z∈J, therefore z∈J, hence L=J. ∎ 

 
Theorem 2.6.5. (Nachbin).Let L be a distributive lattice such that 

every prime ideal of L is maximal. Then L is relatively complemented. 
 
Proof. Suppose by contrary that there are a0, a1, a2∈L, a0 ≤ a1 ≤ a2 and a1 

doesn’t have a complement in [a0, a2]. Then a0<a1<a2. Let I0={x∈L:a1∧x ≤ a0} and  
I1 ={x∈L:a2∧x ≤ a1∨y, for some y∈I0}. It is immediate that I0, I1∈I(L), a0∈I0, 
a1∉I0, a1∈I1 and I0⊆I1. We remark that a2∉I1, since by contrary, then a2 ≤ a1∨y for 
some y∈I0; thus if we denote y′=(y∧a2)∨a0 we have a1∨y′=a2 and a1∧y′=a0,  
hence a1 has a complement in [a0, a2] – which is a contradiction!.  

By the Theorem of prime ideal (Theorem 2.4.1), there is a prime ideal J0 
such that a2∉J0 and I1⊆J0. If we denote F=[(L∖J0)∪{a1}) we shall prove that 
F∩I0=Ø. Indeed, if F∩I0 ≠ Ø then there is x∈F∩I0 such that y∧a1 ≤ x for some 
y∉J0.  

But a1∧x ≤ a0, hence a1∧y ≤ a1∧x ≤ a0. Then y∈I0, hence y∈J0, which is a 
contradiction!. By applying again the Theorem of prime ideal, there is a prime 
ideal J1 such that I0⊆J1 and F∩J1=Ø. Thus J1⊆J0, hence J1 is not maximal, which is 
a contradiction! ∎     
 

   Lemma 2.6.6. (De Morgan). Let L∈Ld(0, 1), a, b∈L having the 
complements a′, b′ ∈L.  Then a ∧ b and a ∨ b have also complements in L and 
(a ∧ b)′ = a′ ∨ b′, (a ∨ b)′ = a′ ∧ b′. 
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   Proof. By Lemma 2.6.2 and duality principle, it is suffice to prove that        
(a ∧ b) ∧ (a′ ∨ b′) = 0 and (a ∧ b) ∨ (a′ ∨ b′) = 1.   
   Indeed, (a ∧ b) ∧ (a′ ∨ b′) = (a ∧ b ∧ a′) ∨ (a ∧ b ∧ b′) = 0 ∨ 0 = 0 and       
(a ∧ b) ∨ (a′ ∨ b′) = (a ∨ a′ ∨ b′) ∧ (b ∨ a′ ∨ b′) = 1 ∧ 1 = 1.  n 
 

Theorem 2.6.7. Let L be a bounded distributive lattice, (ai)i∈I ⊆ L and 
c∈L  a complemented element.  
 (i)  If 

Ii∈
∨ ai exists in L, then c ∧ (

Ii∈
∨ ai) =

Ii∈
∨ (c ∧ ai); 

 (ii) If 
Ii∈

∧ ai exists in L, then c ∨ (
Ii∈

∧ ai) =
Ii∈

∧ (c ∨ ai). 

 
Proof .(i). Suppose that a = 

Ii∈
∨ ai  in L. Then a ≥ ai, hence c ∧ a ≥ c ∧ ai, for 

every i∈I. Let b ≥ c ∧ ai, for every i∈I; then c′∨ b ≥  c′ ∨ (c ∧ ai) =  (c′ ∨ c) ∧  (c′ ∨ 
ai)  = 1 ∧ (c′ ∨ ai ) = c′ ∨ ai ≥ ai, for every i∈I, hence c′ ∨ b ≥ a. Then c ∧ (c′ ∨ b) ≥ 
c ∧ a ⇒ (c ∧ c′) ∨ (c ∧ b) ≥ c ∧ a ⇒  0 ∨ (c ∧ b) ≥ c ∧ a ⇒  c ∧ b ≥ c ∧ a ⇒            
b ≥  c ∧ a, hence c ∧ a = 

Ii∈
∨ (c ∧ ai). 

 (ii). By (i) using the principle of duality. ∎ 
 
   Remark 2.6.8. If L∈Ld (0, 1) and a∈L have a complement a′∈L, then a′ is 
the greatest element of L such that a ∧ a′ = 0  (that is,                                                
a′ = sup ({x ∈ L  :  a ∧ x = 0}). 
   Following this remark we have  
 
   Definition 2.6.9. Let L be join-semilattice with 0 and a∈L. An element 
a*∈L will be called the pseudocomplement of a, if  a*= sup ({x ∈ L  : a ∧ x = 
0}). 
   L will be called pseudocomplemented if every element of L has a 
pseudocomplement. 
   A lattice L with 0 is called pseudocomplemented, if the join-semilattice 
(L, ∧,0) is pseudocomplemented. 
 
   Lemma 2.6.10. Let L be a bounded modular lattice, a ∈ L and a′  a 
complement of a. Then a′ is a pseudocomplement for a. 
 

   Proof. Indeed, if b∈L such that a′ ≤ b and b ∧ a = 0, then b = b ∧ 1 =          
b ∧ (a′ ∨ a) = a′ ∨ (b ∧ a) = a′ ∨ 0 = a′.  n 
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   Theorem 2.6.11. Let L be a pseudocomplemented distributive lattice 
with 0, R (L) = {a* :  a ∈ L} and D(L) = {a ∈ L  : a* = 0}. 
   Then, for every a, b ∈L we have:   
   (i)         a ∧ a* = 0 and a ∧ b = 0  ⇔  a ≤  b*;  
   (ii)        a ≤ b  ⇒  a* ≥ b*; 
   (iii)       a ≤ a**; 
   (iv)       a* = a***; 
   (v)        (a ∨ b)* = a* ∧ b*; 
   (vi)       (a ∧ b)** = a** ∧ b**; 
   (vii)       a ∧ b = 0  ⇔  a** ∧ b** = 0; 
   (viii)      a ∧ (a ∧ b)* = a ∧ b*; 
   (ix)        0* = 1,   1* = 0; 
   (x)         a ∈ R (L)  ⇔  a = a**; 
   (xi)        a, b ∈ R (L)  ⇒  a ∧ b ∈ R (L) 
   (xii)       sup )(LR {a, b} = (a ∨ b)** = (a* ∧ b*)*; 

   (xiii)      0,  1 ∈ R (L),  1 ∈ D (L) and R (L) ∩ D (L) = {1}; 
   (xiv)      a, b ∈ D (L)  ⇒  a ∧ b ∈ D (L); 
   (xv)       a ∈ D (L) and a ≤ b  ⇒  b ∈ D (L); 
   (xvi)      a ∨ a* ∈ D (L). 
 
   Proof. (i). It follows from the definition of a*; the equivalence follows 
from the definition of b*. 
   (ii). Since b ∧ b*= 0, then for a ≤ b, we deduce that a ∧ b*= 0, hence            
b* ≤ a*. 
   (iii). From a ∧ a* = 0 we deduce that a* ∧ a = 0, hence a ≤  (a*)* = a**. 
   (iv). From a ≤ a** and ii) we deduce that a*** ≤ a*, hence using (iii) we 
deduce that a* ≤ (a*)** = a***, so a* = a***. 
   (v). We have (a ∨ b)  ∧ (a*∧b*)=(a ∧ a* ∧ b*)  ∨  (b ∧ a* ∧ b*) = 0 ∨ 0 = 
0. Let now x ∈ L such that (a ∨ b) ∧ x = 0. We deduce that (a ∧ x)∨ (b ∧ x) = 0, 
hence a ∧ x =  b ∧ x = 0. So, x ≤ a*, x ≤ b*, hence x ≤ a* ∧ b*. Analogous for the 
rest of assertions.  n 
    
   Remark 2.6.12.   
   (i) The elements of R (L) are called regular and the elements of D(L) are 
called dense. 
   (ii) From iv) and x) we deduce that R(L) = { a ∈ L : a** = a}. 
   (iii) From xiv) and xv) we deduce that D(L) ∈ F(L). 
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  Theorem 2.6.13. Let L∈Ld and a∈L.   
   Then fa : L → (a] × [a), fa (x) = (x ∧ a,  x ∨ a) for x∈L is injective 
morphism in Ld.  If L∈Ld(0, 1), then fa is an isomorphism in Ld (0, 1) iff a is 
complemented. 
 
   Proof. It is immediate that fa is a morphism in Ld. Let now x, y ∈L such 
that fa (x) = fa (y); then x ∧ a = y ∧ a and x ∨ a = y ∨ a. Since L∈Ld, then x = y  
(by Theorem 2.3.8), hence fa is injective. 
   Suppose that L∈Ld(0, 1). If fa is an isomorphism in Ld(0, 1), then  for    
(0, 1) ∈ (a] × [a)    there is   x∈L  such that  f (x) = (0, 1),   hence   a ∧ x = 0   and  
a ∨ x = 1,  therefore  x = a′. 
   Conversely , if   a′ ∈ L  is the complement of  a,  for  (u, v) ∈(a] × [a)  if 
consider   x = (u∨a′) ∧v , then  fa (x) = (u, v),  hence  fa   is surjective , that is, an 
isomorphism in Ld(0,1).  n 
 
   Definition 2.6.14. A Boolean lattice is a complemented bounded 
distributive lattice.  
  Examples   
   1. The trivial chain 1 = {∅} and the chain 2 = {0, 1} (where 0′ = 1 and     
1′ = 0); in fact, 1 and 2 are the only chains which are Boolean lattices. 
   2. For every set M, (P(M), ⊆) is a Boolean lattice, where for every            
X ⊆ M,  X′ = M \  X = CM (X). 
   3.  Let n∈ℕ, n ≥ 2 and Dn the set of all natural divisors of n. 
   The ordered set (Dn, ∣ ) is a Boolean lattice iff n is square free (thus for   p, 
q ∈ Dn,   p ∧ q = (p, q), p ∨ q = [p, q], 0 = 1, 1 = n and p′ = n / p). 
   4. For a set M, let 2M = {f : M → 2}. We define on 2M an order by              
f ≤ g  ⇔  f (x) ≤ g (x) for every x∈M. Thus (2M, ≤) become a Boolean lattice 
(where for f ∈2M, f ′ = 1 - f). 
 
   Definition 2.6.15. From Universal Algebra’s point of view                    
(see Chapter 3), a Boolean algebra is an algebra (B, ∧, ∨, ′, 0, 1) of type           
(2, 2, 1, 0,0) such that            
   B1: (B, ∧, ∨) ∈ Ld ; 
   B2: In B  the following identities are true        
                            x ∧ 0 = 0, x ∨ 1   = 1, x ∧ x′ = 0, x ∨ x′ = 1. 
      We denote by B the  class of Boolean algebras.  
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   If B1, B2 ∈ B, f : B1 → B2 is called morphism of Boolean algebras if f is a 
morphism in Ld (0, 1) and f (x′) = (f (x))′ for every x ∈ B1. 
   The bijective morphisms from B will be called isomorphism. 
  
         Definition 2.6.16. By an ideal (filter) in a Boolean lattice B we 
understand the corresponding notions from the lattice (B, ∧, ∨). By I(B) (F(B)) 
we denote the set of ideals (filters) of B. 
 
   Proposition 2.6.17. (Glivenko). Let (L, ∧, *, 0) be an 
pseudocomplemented join-semilattice and R(L) = {a*  :  a ∈ L}. Then, relative 
to the induced order from L, R(L) is becomes a Boolean algebra. 
 
   Proof. By Theorem 2.6.11 we deduce that L is bounded (1 = 0*) and for       
a, b ∈ R(L), a ∧ b ∈R(L) and sup R (L) {a, b} = (a* ∧ b*)*, hence R(L) is a bounded 
lattice and sub-meet-semilattice of L. 
   Since for every a∈R (L), a ∨ a* = (a* ∧ a**)* = 0* = 1 and a ∧ a* = 0 we 
deduce that a* is the complement of a in R(L). To prove the distributivity of R(L), 
let x, y, z ∈ R(L). Then x ∧ z  ≤  x ∨ (y ∧ z) and y ∧  z ≤  x ∨ (y ∧ z), hence           
x ∧ z ∧ [x ∨ (y ∧ z)]* = 0 and (y ∧ z) ∧ [x ∨ (y ∧ z)]* = 0, hence                             
z ∧ [x ∨ (y ∧ z)]* ≤ x*, y*, therefore z ∧ [x ∨ (y ∧ z)]* ≤ x* ∧ y* and                     z 
∧ [x ∨ (y ∧ z)]*  ∧  (x* ∧ y*)* = 0 which implies that z ∧ (x* ∧ y*)* ≤                  
[x ∨ (y ∧ z)]**.    
     Since the left side of the above inequality is z ∧ (x ∨ y) and the right side is        
x ∨ (y ∧ z) (in R(L)), we deduce that z ∧ (x ∨ y) ≤ x ∨ (y ∧ z), that is, R(L) is 
distributive.  n 
 
   Lemma 2.6.18. Let B be a Boolean algebra and a, b∈B such that              
a ∧ b = 0 and a∨ b = 1. Then b = a′. 
 

   Proof. It is immediate from Lemma 2.6.2. ∎ 
 
   Lemma 2.6.19. If B is a Boolean algebra and a, b ∈ B, then                   
(a′)′ = a, (a ∧ b)′=a′ ∨ b′ and (a ∨ b)′ = a′ ∧ b′. 
 

   Proof. It is immediate from Lemma 2.6.6. ∎ 
 
   Proposition 2.6.20. For every set M, the Boolean algebras 2M and P(M)  
are isomorphic. 
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   Proof. Let  X∈P(M) and Xα :M→2, 

                                  ( )






∈

∉
=

Xxfor

Xxfor
xX ,1

,0
α  . 

   Then the assignment  X → αX defines an isomorhism of Boolean algebras    
α : P(M) → 2M.  n 
 
   For a Boolean algebra B and a∈B, we denote I[a] = [0, a]. 
 
   Proposition 2.6.21. For every a ∈B  : 
   (i)  (I[a], ∧, ∨, *, 0, a) is a Boolean algebra, where for x ∈I[a],               
x* = x′ ∧ a; 
   (ii)   αa : B → I [a], αa (x) = a ∧ x, for x∈B, is a surjective morphism of  
Boolean algebras; 
   (iii)  B ≈ I [a] × I [a′]. 
 
   Proof. (i).  I [a] ∈ Ld (0, 1) (as sublattice of B). For x∈I [a],                       
x ∧ x*= x ∧ (x′ ∧ a) = (x ∧ x′) ∧ a = 0 ∧ a = 0 and x ∨ x∗ = x ∨ (x′ ∧ a)=               
(x ∨ x′) ∧ (x ∨ a) =  1 ∧ (x ∨ a) = x ∨ a = a. 
   (ii). If x, y ∈ B, then αa (x ∨ y) = a ∧ (x ∨ y) =(a ∧ x) ∨ (a ∧ y) =             
αa (x) ∨ αa (y),  αa (x ∧ y) = a ∧ (x ∧ y) = (a ∧ x) ∧ (a ∧ y) =  αa (x) ∧ αa (y),         
αa (x′)  =  a ∧ x′=(a ∧ a′) ∨ (a ∧ x′) = a ∧ (a′ ∨ x′) =a ∧ (a ∧ x)′ = (αa (x))*,  
αa  (0) = 0 and αa (1) = a, hence αa is an surjective morphism in B. 
   (iii). It is immediate that α : B → I [a] × I [a′], α (x) = (a ∧ x, a′ ∧ x) for    
x ∈ B is a morphism in B.   
   For (y, z) ∈ I [a] × I [a′], since α (y ∨ z) = (a ∧ (y ∨ z), a′ ∧ (y ∨ z)) =      
((a ∧ y) ∨ (a ∧ z), (a′ ∧ y)∨  (a′ ∧ z)) = (y ∨ 0, 0 ∨ z) = (y, z)  we deduce that α is 
surjective. Let now x1, x2 ∈ B such that α (x1)  =  α (x2). Then a ∧ x1 = a ∧ x2 and          
a′ ∧ x1 = a′ ∧ x2, hence (a ∧ x1)∨ (a′ ∧ x1) = (a ∧ x2) ∨ (a′ ∧ x2)  ⇔ (a ∨ a′) ∧ x1  
=(a ∨ a′) ∧ x2  ⇔  1 ∧ x1 = 1 ∧ x2  ⇔  x1 = x2, hence α is an isomorphism in B.  n 

 
2.7. The connections between Boolean rings and Boolean algebras  

  
Definition 2.7.1. A ring (A, +, ⋅ , -, 0, 1) is called Boolean if a2 = a for 

every a ∈ A. 
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Exemples  
1.  2 is a Boolean ring (where 1 + 1 = 0). 
2. (P(X), ∆, ∩, ′ , ∅, X) with X a non-empty set and ∆ the symmetrical 

difference of sets. 
 
Lemma 2.7.2. If A is a Boolean ring, then for every a ∈ A, a + a = 0 

and   A is commutative. 
 

Proof. From a + a = (a + a)2 we deduce that a + a = a + a + a + a, hence      
a + a = 0, that is, -a = a. 

For a, b ∈ A, from a + b = (a + b)2 we deduce that a + b = a2 + ab + ba + 
+b2, hence ab + ba = 0, so ab = - (ba) = ba.  n 
 

The connections between Boolean algebras and Boolean rings are given 
by:  

 
Proposition 2.7.3. (i) If (A, +, ⋅ , -, 0, 1) is a Boolean ring, then the 

relation relative to the order  ≤  on  A defined by a ≤ b  ⇔  ab = a, A become a 
Boolean lattice, where for a, b ∈ A,  a ∧ b = ab, a ∨ b = a + b + ab and              
a′ = 1  + a. 

(ii) Conversely, if (A, ∧, ∨, ′, 0, 1) is a Boolean algebra, then A   
become a Boolean ring relative to operations +, ⋅ defined for a, b ∈ A by           
a + b = (a ∧ b′) ∨ (a′ ∧ b),  a⋅b = a ∧ b and  -a = a. 
 

Proof. (i) The fact that (A, ≤) is a poset is routine. Let now a, b ∈ A. Since  
a (ab) = a2 b = ab and b (ab) = ab2 = ab we deduce that ab ≤ a and ab ≤ b. Let c ∈ A   
such that c ≤ a and c ≤ b,  hence ca = c and cb = c. Then c2 ab = c2 ⇔ cab = c  ⇔     
c ≤ ab, hence the conclusion that ab = a ∧ b. 

Analogous we prove that a ∨ b = a + b + ab. 
Since a ∧ (b ∨ c) = a (b + c + bc) = ab + ac + abc and (a ∧ b)∨  (a ∧ c) = 

=(ab) ∨ (ac) = ab + ac + a2 bc = ab + ac + abc we deduce that a∧ (b ∨ c) = (a ∧ b) ∨ 
(a ∧ c), hence A ∈ Ld. Since for a ∈ A, a ∧ a′ = a ∧ (1 + a) = a (1 +a) =a + a2 =      
a + a = 0 and a ∨ a′ = a ∨ (1 + a) = a + 1 + a + a (1 + a) = a + 1 + a + a + +a2 =       
1 + a+ a + a + a = 1, a ∧ 0 = a ⋅0 = 0 and a ∨  1 = a + 1 + a ⋅1 = a + a + 1 = 1,  we 
deduce that (A, ∧, ∨, ′, 0, 1) is a Boolean lattice. 

(ii)  For  a, b, c ∈ A we have  
1.  a + (b + c) = [a ∧ (b + c)′] ∨ [a′ ∧ (b + c)] = 
= {a ∧ [(b ∧ c′) ∨ (b′ ∧ c)]′} ∨ {a′ ∧ [(b ∧ c′) ∨ (b′ ∧ c)]} = 
= {a ∧ [(b′ ∨ c) ∧ (b ∨ c′)]} ∨ {(a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c)} = 
= {a ∧ [(b′ ∧ c′) ∨ (c ∧ b)]} ∨ {(a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c)} = 
= (a ∧ b′ ∧ c′) ∨ (a ∧ b ∧ c) ∨ (a′ ∧ b ∧ c′) ∨ (a′ ∧ b′ ∧ c) =  
= (a ∧ b ∧ c) ∨ (a ∧ b′ ∧ c′) ∨ (b ∧ c′ ∧ a′) ∨ (c ∧ a′ ∧ b′) 
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Since the final form is symmetric in a, b and c we deduce that a + (b + c) = 
(a + b) + c. 
2.  a + b = (a ∧ b′) ∨ (a′ ∧ b) = (b ∧ a′) ∨ (a ∧ b′) = b + a. 
3.  a + 0 = (a ∧ 0′) ∨ (a′ ∧ 0) = (a ∧ 1) ∨ 0  = a. 
4.  a + a = (a′ ∧ a) ∨ (a ∧ a′) = 0 ∨ 0 = 0,  deci  -a = a. 
5. a (bc) = a ∧ (b ∧ c) = (a ∧ b) ∧ c = (ab) c 
6. a ⋅ 1 = a ∧ 1 = a. 
7. a (b + c) = a ∧ [(b ∧ c′) ∨ (b′ ∧ c)] = (a ∧ b ∧ c′) ∨ (a ∧ b′ ∧ c) iar  (ab) + (ac)  =  
(a ∧ b) + (a ∧ c)  =  [(a ∧ b) ∧ (a ∧ c)′] ∨ [(a ∧ b)′ ∧ (a ∧ c)] = [a ∧ b ∧ (a′ ∨ c′)] ∨ 
[(a′ ∨ b′) ∧ (a ∧ c)] = [(a ∧ b ∧ a′) ∨ (a  ∧b ∧ c′)] ∨ [(a ∧ c ∧ a′) ∨ (a ∧ c ∧ b′)] =     
= (a ∧ b ∧ c′) ∨ (a ∧ c ∧ b′), so   a (b + c) = ab + ac. 

From 1-7 we deduce that (A, +, ⋅, -, 0, 1) is a Boolean ring (clearly,            
a2 = a ∧ a = a for every a∈A ).  n 
 

 Theorem 2.7.4. Let (B1, +, ⋅), (B2, +, ⋅) two Boolean rings and                      
(B1, ∧, ∨, ′, 0, 1), (B2, ∧, ∨, ′, 0, 1) the Boolean algebras induced (by  
Proposition 2.7.3).  

Then f : B1 → B2 is a morphism of rings iff  f  is a morphism of Boolean 
algebras.  

 
Proof. Routine by using Proposition 2.7.3. n 
 
Theorem 2.7.5. Let B1, B2 Boolean algebras and f : B1 → B2 a mapping. 

The following are equivalent : 
(i)    f is a morphism of Boolean algebras; 

 (ii)   f is a morphism of bounded lattices; 
 (iii) f is a morphism of meet-semilattices and f(x′) = (f(x))′ for every 
x∈B1; 
 (iv) f is a morphism of join-semilattices and f(x′) = (f(x))′ for every 
x∈B1. 
 

Proof. (i) ⇒ (ii). Clearly. 
(ii)⇒(i).f(x) ∧ f(x′) = f(x ∧ x′) = f(0) = 0 and analogous                           

f(x) ∨ f(x′) = f(x ∨ x′) = f(1) = 1, hence f(x′) = (f(x))′. 
(iii) ⇒ (i). f is a morphism of join – semilattices since f(x ∨ y) = f(x′′ ∨ y′′) 

= f((x′ ∧ y′)′) = (f(x′ ∧ y′))′ = (f(x′) ∧ f(y′))′= ((f(x))′ ∧ (f(y))′)′ = f(x)′′ ∨ f(y)′′ = 
f(x) ∨ f(y).  

Thus f(0) = f(x ∧ x′) = f(x) ∧ (f(x))′ = 0 and analogous f(1) = 1, hence f is a 
morphism of Boolean algebras. 

      (i) ⇒ (iii). Clearly. 

(iv). It is the duale of (iii), so the equivalence (iv) ⇔ (i) will be proved 
analogously as the equivalence (i) ⇔ (iii). n 
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Theorem 2.7.6. Let f : B1 → B2 a morphism of Boolean algebras and 

Ker(f) = f -1{0} = {x∈B1: f(x) = 0}. Then Ker(f) ∈ I(B1) and f is injective iff  
Ker(f) = {0}. 

 
Proof. Let x∈Ker(f) and y∈B1 such that y ≤ x. Then, since f is isotone    ⇒ 

f(y) ≤ f(x) = 0 ⇒ f(y) = 0 ⇒ y∈Ker(f). If x, y∈Ker(f), then clearly x ∨ y ∈Ker (f), 
hence Ker(f) ∈ I(B1). 
 Suppose that Ker(f) = {0} and let x, y ∈ Ker(f) such that  f(x) = f(y). Then  
f(x∧y′) = f(x)∧f(y′) = f(x)∧f(y)′ = f(x) ∧ f(x)′ = 0, hence x ∧ y′ ∈Ker (f), which is, 
x ∧ y′ = 0, hence x ≤ y. Analogous we deduce y ≤ x, hence x = y. 
 The converse implication is clear since f(0) = 0. n 

  
Theorem 2.7.7. Let f : B1 → B2 be a morphism of Boolean algebras. 

The following are equivalent: 
(i)   f is a isomorphism of Boolean algebras; 

      (ii)  f is surjective and for every x, y∈B1 we have x ≤ y ⇔ f(x) ≤ f(y); 

(iii) f is invertible and f -1 is a morphism of Boolean algebras.  
  
Proof. (i) ⇒ (ii). If f is a isomorphism, then in  particular f is onto. 
Since every morphism of Boolean algebras is an isotone function, if                

x ≤ y  ⇒ f(x) ≤ f(y). 

   Suppose f(x) ≤ f(y). Then f(x) = f(x) ∧ f(y) = f(x ∧ y); since f is injective 
then x = x ∧y, hence x ≤ y. 

(ii) ⇒ (iii). We shall prove that f is injective. If f(x) = f(y) ⇒ f(x) ≤ f(y) 
and f(y) ≤ f(x) ⇒ x ≤ y and y ≤ x ⇒ x = y. Since f is surjective, there result that f is 
bijective, hence invertible. We shall prove for example that                                       
f -1(x ∧ y ) = f -1(x) ∧ f -1(y) for every x, y∈B2. From x, y∈B2 and f onto we deduce 
that there are x1 , y1∈B1 such that f(x1) = x and f(y1) = y, hence  f -1(x ∧ y ) =           
f -1 (f(x1) ∧ f(y1)) =  f -1(f(x1 ∧ y1)) = x1 ∧ y1 = f -1(f(x1)) ∧ f -1(f(y1)) =                       
f -1(x) ∧ f -1(y).  

Analogous f -1(x ∨ y ) = f -1(x) ∨ f -1(y) and f -1( x′) = (f -1(x))′. 

 (iii) ⇒ (i). Clearly. n 
 

In a Boolean algebra (B, ∧, ∨ , ′, 0, 1), for x,y∈B we define  
 x → y = x′ ∨ y and x ↔y = (x→y) ∧ (y→x)= (x′ ∨ y) ∧ (y′ ∨x). 

 
Theorem 2.7.8. Let B be a Boolean algebra. 
Then for every x, y, z∈B we have:  
(i)      x ≤ y ⇔ x → y = 1; 
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(ii)   x → 0 = x′, 0 → x = 1, x → 1 = 1, 1 → x = x,  x → x = 1,   x′ → x =   
= x,  x → x′ = x′; 

(iii)    x→ ( y→ x ) = 1; 
(iv)    x→ ( y → z ) = ( x → y ) → ( x→ z); 
(v)     x → (y → z) = ( x ∧ y) →  z ; 
(vi)    If  x ≤ y, then  z → x ≤ z → y şi  y → z ≤ x → z; 
(vii)   (x → y) ∧ y = y, x ∧ ( x → y ) = x ∧ y; 
(viii)   (x → y) ∧ (y → z)  ≤  x → z; 
(ix)     ((x → y) → y) → y = x → y; 
(x)      (x → y) → y = (y → x) → x = x ∨ y; 
(xi)      x → y = sup { z∈B : x ∧ z ≤ y}; 

 (xii)     x → (y ∧ z) = (x → y) ∧ (x → z);  
 (xiii)    (x ∨ y) → z = (x → z) ∧ (y → z); 
 (xiv)    x ∧ (y → z) = x ∧ [ (x ∧ y) → (x ∧ z)] ; 

(xv)      x ↔ y = 1 ⇔ x = y. 
 

Proof. (i). If  x→y =1, then x′∨ y =1 ⇔ x ≤ y. 
(iii). x→ (y→x) = x′ ∨ (y′∨ x) = 1 ∨ y′ = 1 
Analogous for the other relations.  n 

 
 

2.8. Filters in a Boolean algebra 
 

 We recall that by a filter in a Boolean algebra (B,∧,∨,ˊ,0,1) we 
understand a filter in the lattice (B,∧,∨,0,1). As in the case of lattices, by F(B) we 
denote the set of filters of a Boolean algebra B. 
             A maximal (hence proper) filter of B will be called ultrafilter.  
 

As in the case of lattices (see Theorems 2.4.9 and 2.4.10) we deduce 
 

Theorem 2.8.1. (i) In every Boolean algebra B there exist ultrafilters; 
(ii) Every element x ≠ 0 of B is contained in an ultrafilter. 
 
Corollary 2.8.2. Let B be a Boolean algebra and x,y∈B, x≠y. Then we 

have an ultrafilter U of B such that x∈U and y∉U. 
 
Proof. If x ≠ y, then x ≰ y and y ≰ x.  
If x ≰y, then x ∧ y′ ≠ 0 (because if x ∧ y′ = 0, then x ≤ y). By Theorem 

2.8.1, (ii), since x ∧ y′ ≠ 0 there is an ultrafilter U of B such that x ∧ y′∈U. Since  
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x ∧ y′ ≤ x, y′ and U is in particular a filter, we deduce that x, y′∈U. Clearly y∉U   
(because U ≠ B).  n 
 

Theorem 2.8.3. Let (B, ∧, ∨, ′, 0, 1) be a Boolean algebra and F∈F(B).  
On B we define the following binary relations:  

                       x ∼F y ⇔  there is  f∈F such that x ∧ f = y ∧ f, 
                       x ≈F y ⇔ x ↔ y ∈F.  

 Then  

(i)  ∼F  = ≈F  
not
= ρF; 

  (ii)          ρF  is a congruence on B; 
   (iii)       If for every x∈B we denote by x/F the equivalence class of x 
relative to ρF, B/F = {x/F :  x∈B}, and we define for x,y∈B, x/F ∧ y/F = (x∧y)/F, 
x/F ∨ y/F = (x∨y)/F and (x/F)′ = x′/F,  (B/F, ∧, ∨, ′, 0, 1)  becomes a Boolean 
algebra (where 0 = {0}/F = { x∈B : x′ ∈F} and 1= {1}/F = F).  
  

Proof.(i). Let x ∼F y; then there is f∈F such that x ∧ f = y ∧ f. . 
Then x′ ∨ (x ∧ f) = x′ ∨ (y ∧ f) ⇒ (x′ ∨ x)  ∧ (x′∨ f) = (x′∨ y) ∧ (x′ ∨ f) ⇒ 

x′ ∨ f =  (x′ ∨ y) ∧ (x′ ∨ f). Since f∈F and f ≤ x′ ∨ f, then x′ ∨ f ∈F ⇒ x′∨y∈F. 
Analogous x ∨ y′∈F, hence x ↔ y ∈F, that is, x  ≈F  y. 
 Conversely, if x ≈F y ⇒ x ↔ y∈F ⇒(x′ ∨ y ) ∧ (x ∨ y′)∈F  ⇒ x′ ∨ y,            
x ∨ y′ ∈F.If we denote  x′ ∨ y = f1 and x ∨ y′= f2, then f1, f2∈F and x ∧ f1 = x ∧ (x′ 
∨ y) = (x ∧ x′) ∨ (x ∧ y) = x ∧ y , y ∧ f2 = x ∧ y, so, if   f = f1 ∧ f2∈F, then x ∧ f = y 
∧ f. 
 (ii). We shall prove that ρF is a congruence on B (see Lemma 2.5.2). 

Since x′ ∨ x = 1∈F, then x ρF  x, hence ρF is reflexive. As the symmetry is 
immediate, to prove the transitivity of ρF, let x,y,z ∈F such that x ρF y and y ρF  z  
hence x′ ∨ y ,  x ∨ y′, y′ ∨ z ,  y ∨ z′ ∈F. Then x′ ∨ z = x′ ∨ z ∨ ( y ∧ y′)=                
( x′ ∨ z ∨ y)∧ ( x′ ∨ z ∨ y′) ≥ (x′ ∨ y) ∧ ( y′ ∨ z). Since x′ ∨ y, y′ ∨ z ∈F, then        
x′ ∨ z ∈F. Analogous x ∨ z′ ∈F, hence x ρF z, that is ρF  is an equivalence on B. 

To probe the compatibility of ρF  with the operations ∨ ,∧,′, let x,y,z,t ∈B 
such that x ρF y and z ρF t. Then x′ ∨ y, z′ ∨ t∈F ⇒ (x′ ∨ y) ∧ ( z′ ∨ t) ∈F. We  have 
(x′ ∨ y)∧( z′ ∨ t) ≤ (x′∨ y ∨ t)∧( z′ ∨ t ∨ y) =  (x′ ∧ z′) ∨ ( y ∨ t) = (x ∨ z)′ ∨ (y ∨ t), 
hence  (x ∨ z)′ ∨ (y ∨ t) ∈F.  

Analogous (y ∨ t)′ ∨ (x ∨ z), hence (x ∨ z)  ρF (y ∨ t). 
Suppose that x ρF y. Then x ↔ y∈F and x′↔y′ = (x′′∨ y′)∧(y′′∨ x′) =       

(x ∨ y′) ∧ (x′ ∨ y) = x ↔ y, hence x′ ρF y′. 
 To prove the compatibility of ρF with ∧, suppose x ρF y and z ρF  t. Then    

x′ ρF  y′, z′ ρF  t′ and (x′ ∨ z′)ρF (y′ ∨ t′) ⇔ (x ∧ z)′ ρF (y ∧ t)′ ⇔ (x ∧ z) ρF (y ∧ t). 
(iii). Clearly, since ρF  is a congruence on B. n 
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Theorem 2.8.4. Let B1, B2 two Boolean algebras and f : B1 → B2 a 
morphism of Boolean algebras. We denote Ff = f-1({1}) = {x∈B1 : f(x) = 1}. 
Then  
 (i)    Ff ∈F(B1); 
             (ii)   f is an injective function iff Ff = {1}; 
             (iii)  B1/ Ff  ≈ Im(f) (where Im(f) = f(B1)). 
 

 Proof. (i). It follows from Theorem 2.7.6 and from Principle of duality. 
(ii). If f is injective and we have x∈Ff, then from f(x) = 1 = f(1) ⇒ x = 1. If   

Ff = {1} and f(x) = f(y), then f(x′∨ y) = f(x ∨ y′) = 1, hence x′∨ y = x ∨ y′ = 1,  
therefore x ≤ y and y ≤ x, hence x = y. 
           (iii). We consider the function α : B1/Ff → f(B1) defined by α (x/Ff) = f(x), 
for every x/Ff ∈B1/Ff.  
 Since for x,y∈B1: x/Ff = y/Ff ⇔ x ∼F f y ⇔ (x′∨y)∧(x∨y′)∈Ff (by  
Theorem 2.8.3) ⇔ f((x′∨y)∧(x∨y′)) = 1⇔ f(x′∨y)=f(x∨y′)=1⇔ f(x)=f(y) ⇔     
α(x/Ff) = α (y/Ff), we deduce that α is correctly defined and injective. 
 We have: α (x/Ff ∨ y/Ff) = α ((x ∨y) / Ff) = f( x∨y ) = f(x)∨ f(y) =               
α (x/Ff) ∨ α (x/Ff); analogous we have α (x/Ff ∧ y/Ff) = α (x/Ff) ∧ ( y/Ff) and           
α (x′/Ff) = (α (x/Ff))′, hence α is a morphism of Boolean algebras. 
 Let y = f(x) ∈f(B1), x∈B1; then x/Ff ∈B1/Ff and α ( x/Ff) = f(x) = y, hence  
α  is surjective, that is, an isomorphism of Boolean algebras. n 
 

Theorem 2.8.5. For a proper filter F of a Boolean algebra B the 
following assertions are equivalent: 
 (i)  F is an ultrafilter; 
 (ii) For every x∈B \ F , then  x′∈F. 
 

Proof. We remark that it is not possible to have x, x′∈F, because then           
x ∧ x′ = 0∈F, hence F = B, which is a contradiction!. 

(i) ⇒ (ii). Suppose F is an ultrafilter and let x∉F. Then [F∪{x}) = B. Since  
0∈B, there are x1,…,xn∈F such that x1 ∧ … ∧ xn ∧ x = 0, hence x1 ∧ … ∧ xn ≤ x′, 
therefore x′∈F. 

(ii) ⇒ (i). Suppose by contrary that there is a filter F1 in B such that F⊊ F1; 
hence we have x∈F1 \ F. Then x′∈F, hence x′∈F1; since x∈F1 we deduce that 
0∈F1, hence F1 = B, that is, F is an ultrafilter. n 
 
 Theorem 2.8.6. For a proper filter F of a Boolean algebra B, the 
following assertions are equivalent: 
 (i)  F is an ultrafilter; 
 (ii) 0 ∉F and for every x, y∈B, if x ∨ y∈F then x∈F or y∈F (that is, F is 
prime filter). 
 



Categories of Algebraic Logic 

 

77

 Proof. (i) ⇒ (ii). Suppose x ∨ y ∈F and x∉F.  
Then [F∪{x}) = B; since 0∈B there is z∈F such that z ∧ x = 0. Since z,     

x ∨ y ∈F there results that z ∧ (x ∨ y) = (z ∧ x) ∨ (z ∧ y) =  0 ∨ (z ∧ y) = z ∧ y∈F. 
Since z ∧ y ≤ y we deduce that y∈F. 
 (ii) ⇒ (i). Since for every x∈B, x ∨ x′ = 1, we deduce that x∈F or x′∈F  
hence by Theorem 2.8.5, F is an ultrafilter. n 
 
             Theorem 2.8.7. For a proper filter F of a Boolean algebra B, the 
following assertions are equivalent: 
 (i)  F  is an ultrafilter; 

(ii) B/F ≈ 2. 
 
Proof. (i) ⇒ (ii). We recall that B/F = {x/F : x∈B} (see Theorem 2.8.3). 

Let  x∈B such that x/F ≠ 1. Then x∉F and by Theorem 2.8.5, x′∈F, hence x′/F = 1. 
But  (x/F)′ = x′/F, hence x/F = (x/F)′′ = 1′ = 0, so B/F = {0,1} ≈ 2. 

(ii) ⇒ (i). If x∉F then x/F ≠ 1, hence x/F = 0 and x′/F = (x/F)′ = 0′ = 1, 
therefore x′∈F, so, by Theorem 2.8.5 we deduce that F is an ultrafilter. n 
 
 Theorem 2.8.8. (Stone). For every Boolean algebra B there is a set M  
such that B is isomorphic with a Boolean subalgebra of the Boolean algebra  
(P(M), ⊆). 
  

 Proof. We consider  M = FM(B) the set of all ultrafilters of  B  and                  
uB : B → P(FM(B)), uB(x) = {F∈ FM(B) : x∈F}. We shall prove that uB is an 
injective morphism of Boolean algebras; then B will be isomorphic with uB(B). 

If x,y∈B and x ≠ y then by Corollary 2.8.2 we have F∈ FM(B) such that 
x∈F  and y∉F, hence F∈ uB(x) and F∉ uB(y), therefore uB(x) ≠ uB(y). 

Clearly, u(0) = ∅ and u(1) = FM(B). 
Let now x,y∈B and F∈ FM(B). We have: F∈ uB(x∧y) ⇔ x ∧ y∈F ⇔ x∈F 

and  y∈F, hence uB(x ∧ y) = uB(x) ∧ uB(y).  
By Theorem 2.8.6 we deduce that uB(x ∨ y) = uB(x) ∨ uB(y), and by  

Theorem 2.8.5 we deduce that uB(x′) = (uB(x))′, that is, uB is a morphism of 
Boolean algebras. n 
 

Definition 2.8.9. By field of sets on a set X we understand a ring of sets 
ℱ  of  X such that for every A∈ℱ , then X \ A∈ℱ. 
 

Clearly, a field of sets of a set X is a Boolean subalgebra of the Boolean 
algebra (P(X), ∩, ∪, ′ , ∅, X).  

 
So, Theorem 2.8.8 of Stone has the following form for Boolean algebras : 
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Every Boolean algebra is isomorphic with a field of sets. 
 
Remark. For the proof of Theorem 2.8.8 we can use the proof of  

Proposition 2.4.7 and Corollary 2.4.8 (by working with ideals). This explains  why 
the forms of φL (from Proposition 2.4.8) and uB (from Theorem 2.8.8) are different. 

 
From Corollary 2.4.7 and Theorem 2.8.8 we deduce : 
 
Corollary 2.8.10. Every bounded distributive lattice can be embedded 

by an one-to-one morphism of  bounded lattices in a Boolean algebra. 
  
Theorem 2.8.11. (Glivenko). Let (L, ∧, *, 0) a pseudocomplemented 

meet–semilatice. Then, relative to induced order from L, R(L) becomes a 
Boolean algebra and L / D(L) ≈ R(L) (as Boolean algebras). 

 
 Proof. By Theorem 2.6.11, R(L) = { a∈L : a = a**} and it is a bounded 

sublattice of  L. If a∈R(L), then a = a** and a*∈R(L). Since a ∧ a* = 0 ∈R(L) and 
a ∨ a* (in R(L)) = (a* ∧ a**)* = 0* = 1, we deduce that a* is (in R(L)) the 
complement of a. n 
 

Theorem 2.8.12. (Nachbin). A bounded distributive lattice L is a 
Boolean lattice iff every prime filter of L is maximal. 

 
             Proof. ([45]).“⇒”.It follows from Theorem 2.8.6. 

“⇐”. Suppose that L contains an uncomplemented element a. Take the 
filters F0 = {x∈L : a ∨ x = 1} and F1 = { x∈L : a ∧ y ≤ x for some y∈F0}. Since a is 
uncomplemented, then 0∉F1. By Theorem 2.4.1 there is a prime filter P1 such that    
F1 ⊆ P1. Let I = ((L \ P1)∪{a}]. We remark that L \ P1 ⊂ I, since a∈I and a∈F1 ⊆ P1 
implies a∉L \ P1.  
 We have to prove that F0∩I = ∅. If by contrary there is x∈F0∩I, then  
x∈F0 and because L \ P1 is an ideal, then x ≤ a ∨ y for some y∈L \ P1. Then                 
1 = a ∨ x ≤ a ∨ y hence y∈F0 ⊆ F1⊆ P1 – which is a contradiction!. Thus,              
F0 ∩I = ∅ and by Theorem 2.4.1 there is a prime filter P such that F0 ⊆ P and  
P∩I=∅. Then P ⊆ L \ I⊂ P1, therefore P is not maximal. n 
 
 Theorem 2.8.13. (Nachbin). A bounded lattice L is a Boolean lattice iff  
(Spec(L), ⊆) is unordered (that is, for every P,Q∈Spec(L), P ≠ Q, P ⊄ Q and   
Q ⊄ P). 
 

Proof. “⇐”. Suppose that L is a Boolean lattice and that there exist P, 
Q∈Spec(L) such that Q ⊂ P, hence there is a∈P such that a∉Q. Then a′∉P  hence 
a′∉Q. So, we obtain that a, a′∉Q and a ∧ a′ = 0 ∈Q – which is a contradiction 
(because Q is prime ideal). 
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 “⇒”. Suppose that (Spec(L), ⊆) is unordered and that there is an element  
a∈L which has no complement in L (clearly a ≠ 0, 1). 
 Set Fa = {x∈L: a ∨ x = 1}∈F(L). Clearly, a∉Fa and take Da = [Fa∪{a}) = 
{x∈L: x ≥ d ∧ a for some d∈Fa} (see Corollary 2.2.6). 
 Da does not contain 0, since if by contrary 0∈ Da then we have d∈Fa (hence  
d∨a = 1) such d ∧ a = 0, would mean that d is a complement of a – which is a 
contradiction!. 
 By Theorem 2.4.1 we have P∈Spec(L) such that P ∩ Da = ∅. Then      
1∉(a]∨P, otherwise we have 1 = a ∨ p  for some p∈P, hence p∈Da, contradicting   
P∩Da  =  ∅.  
 By Theorem 2.4.1 there is an ideal Q∈Spec(L) such that (a] ∨ P ⊆ Q;      
then P⊂ Q which is impossible since (Spec(L), ⊆) is supposed unordered. n 

 
 

               2.9. Algebraic lattices 
 

Definition 2.9.1. Let L be a complete lattice and a ∈L. The element a is 
called compact if we have X⊆L such that a ≤ sup(X), then there is a finite 
subset  X1⊆X such that a ≤ sup(X1).  

The complete lattice L is called algebraic (or compact generated) if 
every element of H is the supremum of some compact elements. 

  
Theorem 2.9.2. Let (L, ∨, 0) be a join-semilattice. Then (I(L), ⊆) is an 

algebraic lattice. 
 
Proof. The lattice (I(L), ⊆) is complete since for every  

(Ik)k∈K, kKkkKk
II

∈∈
∩=∧  and ]( kKkkKk

II
∈∈
∪=∨ ={x∈L: x ≤ x1∨…∨xn with 

iki Ix ∈ ,         

1 ≤ i ≤ n and {k1, …,kn}⊆K} (see Proposition 2.2.5).  
We have to prove that for every a∈L, (a] is a compact element in the 

lattice (I(L), ⊆); so we suppose that we have X⊆I(L) such that (a]⊆∨{I∈I(L): 
I∈X}. By  Proposition 2.2.5, a ≤ x1∨…∨xn  with xk∈Ik, Ik∈X, 1 ≤ k ≤ n. If we 
consider  X1 = {I1, …, In}, we deduce that (a]⊆∨{I∈I(L) : I∈X1}, that is, (a] is 
compact. Since for every I∈I(L) we have I = ∨{(a]: a∈I}, we deduce that (I(L), 
⊆) is algebraic. ∎ 
 

Theorem 2.9.3. Let (L, ∧, ∨, 0, 1) be an algebraic lattice and CL the set 
of compact elements of L. Then CL is a sub-join-semilattice of L and L is 
isomorphic (latticeal) with I(CL). 
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Proof. Clearly, 0∈CL. Let now a, b∈CL and suppose that a∨b ≤ sup(X) 

with X⊆L. Then a ≤ a∨b ≤ sup(X), hence there is a finite subset Xa⊆X such that   
a ≤ sup(Xa). Analogous we deduce the existence of a finite subset Xb⊆X such that 
b ≤ sup(Xb). Since Xa∪Xb⊆X is finite and a∨b ≤ sup(Xa∪Xb), we deduce that    
a∨ b∈CL.    

We consider φ:L→I(CL) defined for a∈L by φ(a)={x∈CL: x ≤ a}=(a]     
(in CL) and we have to prove that φ is a latticeal isomorphism. 

From the definition of algebraic lattice, we deduce that a = sup φ(a), hence 
φ is injective. To prove the surjectivity of φ, let I∈I(CL) such that a = sup(I). Then 
I⊆φ(a) and let x∈φ(a). We have that x ≤ sup I, and by the compacity of x,              
x ≤ sup I1 with I1⊆I finite. We deduce that x∈I, hence φ(a)=I. By Corollary 2.3.11 
we deduce that φ is a morphism of lattices, so φ is an isomorphism of lattices. ∎ 

 
Corollary 2.9.4. A lattice L is algebraic iff it is isomorphic with the 

lattice of ideals of a join-semilattice with 0. 
 
Corollary 2.9.5. If L is a lattice, then (I(L),⊆) and (F(L),⊆) are 

algebraic lattices.  
 

Definition 2.9.6. A complete lattice L will be called Brouwerian if                 
)()( iIiiIi

baba ∧∨=∨∧
∈∈

, for every a∈L and every family (bi)i∈I of elements of L. 

 
Theorem 2.9.7.  For every distributive lattice L, the lattices (I(L), ⊆) 

and (F(L), ⊆) are Brouwerian algebraic lattices. 
 
Proof. By the Principle of duality it will suffice to prove only for (I(L), ⊆); 

so, let I, (Ik)k∈K ideals of L.  
The inclusion )()( kKkkKk

IIII ∧∨⊇∨∧
∈∈

is clear.  

Let now x∈ )( kKk
II

∈
∨∧ = ]( kKk

II
∈
∪∩ . Then x∈I and we have  a finite subset 

K´⊆K such that xk∈Ik (k∈K´) and kKk
xx

'∈
∨≤ . Then )(

' kKk
xxx

∈
∨∧= = )(

' kKk
xx ∧∨

∈
; 

since x∧xk∈I∩Ik for every k∈K´ we deduce that )( kKk
IIx ∧∨∈

∈
, 

therefore )()( kKkkKk
IIII ∧∨=∨∧

∈∈
. ∎ 
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Let L be a distributive lattice with 0 and 1; for I, J∈I(L) we define              
I → J = {x∈L: [x) ∩I ⊆ J}.  
 

Lemma 2.9.8. I → J = {x∈L: x∧i∈J, for every i∈I}. 
 
Proof. If x∈I → J and i∈I, since x∧i ∈ [x)∩I ⊆ J, we deduce that x∧i∈J, 

so we have an inclusion.  
Suppose now that x∈L and x∧i∈J for every i∈I. If y∈[x)∩I, then y ≤ x 

and y∈I. We deduce that y=y∧x∈J, hence [x)∩I⊆J, therefore x∈ I → J, which is, 
the other inclusion, hence we have the equality from the enounce. ∎ 
 

   2.10. Closure operators 
 

 Definition 2.10.1. For a set A, a function C : P(A) → P(A) is called     
closure operator on A if for every  X, Y ⊆ A we have     

 Oc1  : X ⊆ C (X) ; 
   Oc2 : C2 (X) = C (X); 
   Oc3 : X ⊆ Y implies C (X) ⊆ C (Y). 
 
 A subset X of A is called closed subset if C(X) = X; we denote by LC the 

set of all closed subsets of A. 
 

 Theorem 2.10.2. If C is a closure operator on a set A, then (LC, ⊆) is a 
complete lattice. 
 

 Proof. It is immediate that if (Ai)i∈I is a family of closed subsets of A, then 
inf ((Ai)i∈I ) = )(I

Ii
iAC

∈
and sup ((Ai)i∈I ) = C( U

Ii
iA

∈
).  ∎ 

 
 Theorem 2.10.3. Every complete lattice L is isomorphic to the lattice of 

closed subsets of some set A with a closure operator C. 
 

 Proof. For X ⊆ L if we define C : P (L) → P (L),                                       
C (X) = {a ∈ L : a ≤ sup (X)}, then C is a closure operator on L and the 
assignment a → {b ∈ L : b ≤ a} = C({a}), for a ∈ L gives the desired isomorphism 
between the lattices L and LC. ∎ 
 

 Definition 2.10.4. A closure operator C on the set A is said to be   
algebraic closure operator if for every X ⊆ A we have   
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 Oc4: C(X) = ∪ {C(Y) : Y ⊆ X and Y is finite}. 
 

 Theorem 2.10.5. If C is an algebric closure operator on A, then the 
lattice LC is an algebraic lattice (see Definition 2.9.14). 

  The compact elements of LC are precisely the closed sets C (X) with   
X ⊆ A a finite subset of A. 
 

 Proof. ([11]). If we prove that C (X) is compact, with X ⊆ A a finite subset 
then, by Oc4 and Theorem 2.10.2 we deduce that LC is algebraic. 

  Let X = {a1, a2, ... , an} ⊆ A such C(X) ⊆ 
Ii∈

∨  C(Ai) = C( U
Ii

iA
∈

).      

 For each aj ∈ X, by Oc4, we have a finite Xj ⊆ U
Ii

iA
∈

such that aj ∈ C (Xj). 

 Since there are finitely many Aj, say 
jnjj AA ,...,

1
such 

that
jnjjj AAX ∪∪⊆ ...

1
, then aj ∈ C (

jnjj AA ∪∪ ...
1

).  

 Since U
kj

jj jn
AACX

≤≤
∪∪⊆

1
)...(

1
, then )(

1
1

U

j

i

ni
kj

jACX
≤≤
≤≤

⊆ , hence  

C( )()
1
1

U

j

i

ni
kj

jACX
≤≤
≤≤

⊆ = )(
1
1 i

j

j
ni
kj

AC
≤≤
≤≤

∨ , which means C(X) is compact. 

 Suppose now that C(Y) is not equal to C(X) for any finite subset X of A.  
 Since C(Y) = ∪ {C(X) : X ⊆ Y and X finite} we deduce that C(Y) can not 

be contained in any finite union of C(X), C(Y) is not compact. ∎ 
 

 Definition 2.10.6.  If C is a closure operator on A and Y ⊆ A a closed 
subset of A, Y = C(X), then we say that X is a generating set for Y. If X is finite 
we say that Y is finitely generated. 
 

 Corollary 2.10.7. If C is a closure operator on A, then the finitely 
generated subsets of A are precisely the compacts elements of LC. 

 
 Theorem  2.10.8. Every algebraic lattice L is isomorphic to the lattice 

of closed subsets of some set A relative to an algebraic closure operator C on 
A. 

 Proof. Let A ⊆ L the subset of compacts elements of A. For X ⊆ A we 
define C(X) = {a ∈ A : a ≤ sup (X)}. It is immediate that C is an algebraic closure 
operator on A and the assignment a → {b ∈ A : b ≤ a}, a ∈A gives the desired 
isomorphism as L is compactly generated. ∎ 
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 Chapter 3 
 
  TOPICS IN UNIVERSAL ALGEBRA   

 
 

 In this chapter we will present the fundamental concepts and results of 
Universal Algebra (some of them more or less studied, depending on the way they 
will be necessary for the following chapters). 

 The introduction of this chapter was necessary because the semilattices, 
lattices, Boolean algebras, as other algebraic structures will be considered in  most 
part of this book as algebras. 

  
  

 3.1. Algebras and morphisms 
 

 For a non-empty set A and a natural number n we define A0 = {∅} and for 
n > 0, An = 43421

timesn

AA ×× ... . 

 
Definition 3.1.1. By n – ary algebraic operation on set A we understand 

a function f : An  →  A (n will be called the arity or rank of f). 
 An operation f : A0 = {∅} → A will be called nullary operation (or 

constant), f : A → A will be called unary, f : A2 → A will be called binary, etc. 
 By similarity type (or type) we understand an m - tuple τ = (n1,n2,...,nm) 

of natural numbers; m will be called the order of τ (in symbols we write           
m = o(τ)). 

 By an algebra of type τ = (n1, n2, ... , no(τ)) we understand a pair              
A = (A, F) where A is a non-empty set (called the universe or underlying set of 
algebra A) and F is an o (τ) – tuple (f1, f2, ... , fo(τ)) of algebraic operations on A   
such that for every 1 ≤ i ≤ o (τ), fi  is ni –ary algebraic operation on A. 
 

 Remark 3.1.2. (i). Usually we use for all algebras of type τ the same 
notation fi for ni – ary operation, 1 ≤ i ≤ o(τ). 

 (ii). In what follows, if there is no danger of confusion, by algebra we 
understand only its universe (without  mentioning every time the algebraic 
operations) and when in general we speak relative to an algebra A algebra of type  
τ  we understand an algebra of type (n1, n2, ... , no(τ)).  

 (iii). Giving a nullary operation on A is equivalent with putting in evidence 
an element of A. 
 

 Definition 3.1.3. An algebra A = (A, F) is called unary if all of its 
operations are unary and mono-unary if it has just one unary operation. 
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 A is called grupoid if it has just one binary operation,  finite if A is   a 
finite set and trivial if A has just one element. 
 

 Examples 
 
 1. Groups. A group is an algebra (G, ·, -1, 1) of type (2, 1, 0), such that the 

following identities are true:  
                G1: x · (y · z) = (x · y) · z; 
  G2: x · 1 = 1 · x = x; 
  G3: x · x -1 = x -1 · x = 1. 

              A group is called commutative (or abelian) if the following identity is true:  
  G4: x · y = y · x. 
 2. Semigroups and monoids. By a semigroup we understand an algebra  

(G,.) in which G1 is true; a monoid is an algebra (M, · , 1) of type (2, 0), satisfying  
G1 and G2. 

 3. Rings. A ring is an algebra (A, +, · , -, 0) of type (2,2,1,0) satisfying the 
following condition:    

                R1: (A, +, -, 0) is an abelian group; 
              R2: (A, · ) is a semigroup; 
              R3: the next identities are true: 
           x · (y + z) = x · y + x · z 
                       (x + y) · z = x · z + y · z. 
 By a ring with identity we understand an algebra (A,  +,  · ,  -,  0,  1) of 

type (2, 2, 1, 0, 0) such that (A, +, · , -, 0) is a ring, 1 ∈ A is a nullary operation 
such that G2 is true. 
  4. Semilattices. From Universal algebra  view point, a semilattice               
(see Chapter 2) is a semigroup (S,∧) which satisfies G4 and the loin of 
idempotence 

                S1:  x ∧ x = x. 
 5. Lattices. From Universal algebra view point, a lattice (see Chapter 2) is 

an algebra (L, ∧, ∨) of type (2, 2) such that the following identities are verified: 
  L1: x ∨ y = y ∨ x,  x ∧ y = y ∧ x 
  L2: (x ∨ y) ∨ z = x ∨ (y ∨ z), (x ∧ y) ∧ z = x ∧ (y ∧ z) 
  L3: x ∨ x = x, x ∧ x = x 
  L4: x ∨ (x ∧ y) = x, x ∧ (x ∨ y) = x . 
 A bounded lattice is an algebra (L, ∧, ∨, 0, 1) of type (2, 2, 0, 0) such that   

(L, ∧, ∨) is a lattice, 0, 1 ∈ L are nullary operations such that the following 
identities are verified: 

 
    x ∧ 0 = 0, x ∨ 1 = 1. 
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 In the following chapters we will consider other examples of algebras. 
 

 Definition 3.1.4. Let A and B two algebras of the same type τ. A  
function f : A → B is called a morphism of algebras of type τ (or simple 
morphism)  if for every 1 ≤ i ≤ o(τ) and i

i

n
n Aaaa ∈,...,, 21  we have:                          

f(fi( inaaa ,...,, 21 )) = fi( )(),...,(),( 21 inafafaf ). 

 
 Remark 3.1.5. In what follows, for abbreviating the writing, when we say 

that "f : A → B is a morphism" we understand that A and B are the universe of two 
algebras of same type τ and f is a morphism of algebras of type τ. 
 

 Examples 
 1. If (G, · , -1 , 1) and (Gʹ, · , -1 , 1) are two groups, a morphism of groups 

from G to Gʹ is a function f : G → Gʹ such that for every x, y ∈ G,  f (x · y) =         
= f (x) · f (y), f (x-1) = (f(x))-1 and f(1) = 1 (it is immediate to see that f is a 
morphism of groups iff f(x · y) =  f(x) · f(y) for every x, y ∈ G). 

 2. If (S, ∧) and (Sʹ, ∧) are two semilattices, then a morphism of 
semilattices from S to Sʹ is a function f : S →  Sʹ such that for every x, y ∈ S,         
f (x ∧ y) = f (x) ∧ f (y) (see Chapter 2).  

 3. If (L, ∧, ∨) and (Lʹ, ∧, ∨) are two lattices, f : S → Sʹ is a morphism of 
lattices if f (x ∧ y) = f (x) ∧ f (y) and f(x ∨ y) = f(x) ∨ f(y), for every x, y ∈ L. 

 In the case of bounded lattices, by a morphism of bounded lattices we 
understand a morphism of lattices f such that f (0) = 0 and f (1) = 1. 
 

 Remark 3.1.6. The composition of two morphisms of the same type is also 
by the same type. 

 The morphisms i : A → B which are injective functions will be called  
embeddings. The morphisms f : A → B with the property that there is a morphism   
g : B → A such that g ∘ f = 1A and f ∘ g = 1B will be called isomorphisms; in this 
case we say that A and B are isomorphic, written A ≈ B (see Chapter 4, §2). 

 It is immediate that if the morphism f : A → B is a bijective mapping, then  
f -1 : B → A is also a morphism, hence isomorphisms are just bijective morphisms. 

 An isomorphism f : A → A will be called automorphism of A. 
 

  Remark 3.1.7. For two algebras A and B of the same type, we denote by 
Hom(A, B) the set of all morphisms from A to B. 
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 Definition 3.1.8. Let A be an algebra of type τ and B ⊆ A a non-empty 

subset. We say that B is subalgebra of A if for every 1 ≤ i ≤ o(τ) and  
i

i

n
n Bbbb ∈,...,, 21 , then fi ( inbbb ,...,, 21 ) ∈ B. 

 
 Clearly, the subalgebras of A (together with the restrictions of the 

operations from A) are algebras of the same type τ. If B ⊆ A is a subalgebra of A  
(and if there is no danger of confusion) we simply write B ≤ A. 

 If A and B are two algebras of same type and f : A → B is morphism, then   
f(A) is a subalgebra of B; if B ⊆ A, then the inclusion mapping 1B, A : B → A is a 
morphism iff B is a subalgebra of A. 
 

 Definition 3.1.9. Let A be an algebra and S ⊆ A a subset. If there is the 
smallest subalgebra of A which contains S, then it is called the subalgebra of A 
generated by S and it will be denoted by [S] (the elements of S will be called  
generators of A). An algebra A is said to be finitely generated if there is a finite 
subset S of A such that [S] = A.  

 
  Remark 3.1.10. Since the intersection of a set of subalgebras of A is again 

a subalgebra of A (except when the intersection is empty!), [S] exists whenever S 
is non-empty. If S = ∅, then [S] exists if the intersection of all of the subalgebras 
of A is non-empty. 
 

 Lemma 3.1.11. If A and B are two algebras of same type, S ⊆ A is a 
subset for which there is [S], and f, g : [S] → B are two morphisms such that  
f|S = g|S, then f = g. 

  
 Proof. Indeed, let K = {x ∈ [S] : f(x) = g(x)}. Then K is a subalgebra of  

[S] since for every 1 ≤ i ≤ o(τ) and i
i

n
n Kxx ∈),...,( 1  then    

)),...,(())(),...,(())(),...,(()),...,(( 1111 iiii nininini xxfgxgxgfxfxffxxff === , 

that is, ),...,( 1 ini xxf ∈ K. 

 But  S ⊆ K ⊆ [S] and [S] contains no proper subalgebras that contains S, 
hence K = [S]. ∎ 

  
 Let A  be an algebra and we consider the operator Sg : P(A) → P(A),    

Sg(X) = [X], for every X ⊆ A. 
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 Theorem 3.1.12. For every algebra A, the operator Sg defined before is 

an algebraic closure operator on A. 
 

 Proof.([11]). It is immediate that Sg is a closure operator on A whose 
closed sets are precisely the subalgebras of A.  

 For any X ⊆ A we define E (X) = X ∪ {f (a1, ... , an) :  f  is n – ary 
operation on A and a1, ... , an ∈ X} and recursive E n (X)  for n ∈ ℕ by E0(X) = X  
and          En+1(X) = E (En(X)). 

 Since X ⊆ E(X) ⊆ E2 (X)  ⊆ ... we deduce that                                      
Sg(X) = X ∪ E(X) ∪ E2 (X) ∪ ..., so, if a ∈ Sg (X), then a ∈ En(X) for some         
n ∈ ℕ, hence for some finite subset Y ⊆ X, a ∈ En(Y). Then a ∈ Sg (Y), hence   
Sg is an algebraic closure operator on A. ∎ 
 

 Corollary 3.1.13. For every algebra A, then LSg (the lattice of 
subalgebras of A) is an algebraic lattice; if there is no danger of confusion we 
denote this lattice by  P [A]  to be distinguished by the power set P(A) of A. 
 

 Theorem 3.1.14. (Birkhoff - Frink) If L is an algebraic lattice, then 
there is an algebra A such that L is isomorphic with P[A]. 
 

 Proof. ([11]). By Theorem 2.10.8, there is a set A and an algebraic operator 
of closure C on A such that L ≈ LC. 

 For every finite subset B ⊆ A and b ∈ C(B) we define an n-ary operation   
fB, b(n = |B|) on A, by:   

                 




 =

=
otherwisea

aaBifb
aaf

n
nbB

1

1
1,

},,...,{,
),...,( . 

 
 We also denote by A the resulting algebra. 
 Then fB, b(a1, ... , an) ∈ C({a1, ... , an}), hence for X ⊆ A, Sg(X) ⊆ C(X).  

Also, C(X) = ∪ {C(B) : B ⊆ X and B is finite} and for B finite,                        
C(B) = { fB, b(a1, ... , an) : B = {a1, ... , an}, b ∈ C(B)} ⊆ Sg(B) ⊆ Sg(X), which 
imply C (X) ⊆ Sg (X), hence C (X) = Sg (X).   

Thus LC = P [A], hence P[A] ≈ L. ∎ 
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 3.2. Congruence relations. Isomorphism theorems 

 
             Let A be an algebra of type τ = (n1, n2, ... , no(τ)). 
 

 Definition 3.2.1. We call the congruence relation on A any equivalence 
relation θ ∈ Echiv(A) which verifies the substitution property: 

 For every i ∈ {1, 2, ... , o (τ)}, if (aj, aʹj) ∈ θ for j = 1, 2, ... , ni , then     
(fi ( inaaa ,...,, 21 ), fi ( inaaa ′′′ ,...,, 21 )) ∈ θ.    

 
 We denote by Con(A) the set of all congruence relations on A (clearly    

∆A, ∇A ∈ Con(A), where we recall that ∆A = {(x, x) : x ∈ A} and ∇A  = A×A ). 
 
 Let θ ∈ Con (A); for any a ∈ A we denote by a / θ the equivalence class of  

a modulo θ and by A/ θ the quotient set of all equivalence classes. 
 Then A / θ becomes in a natural way an algebra of type τ if we define the   

ni – ary operation A / θ by: 
 ,/)/(: θθθ AAf in

i →  ,/)),...,(()/,...,/( 11 θθθθ
nini aafaaf =  (where fi is 

ni – ary algebraic operation on A, 1 ≤ i ≤ o(τ)). 
 Since θ ∈ Con(A), then θ

if  is correctly defined; the canonical mapping      

πθ : A → A / θ, πθ(a) = a / θ (a∈A) is clearly a surjective morphism. 
                 
  Examples   
 
             1. Let (G, ·) be a group, L(G) the lattice of subgroups of G and L0(G) the 
modular sublattice of L(G) of normal subgroups of G. For H ∈ L0(G), then the 
binary relation θH on G defined by  (a,b) ∈ θH  ⇔  a · b-1 ∈ H is a congruence on 
G  and the assignment H → θH  is a bijective and isotone function between the 
lattices   L0(G) and Con(G) (see [31]). 
             2. Let R be a commutative ring and Id(R) the lattice of ideals of R. For       
I ∈ Id(R), the binary relation θI on R defined by (a,b) ∈ θI  ⇔  a – b ∈ I is a 
congruence relation on R and the assignment I → θI is a bijective and isotone 
function between the lattices Id(R) and Con(R) (see [31]). 
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   Definition 3.2.2. Let A, B be algebras of type τ = (n1, n2, ... , no(τ)) and        
f ∈ Hom (A, B). Then the kernel of f, written ker(f) is defined as a binary 
relation on A by: ( a, b) ∈ Ker(f) ⇔ f(a) = f(b). 
 

 Proposition 3.2.3. For f ∈ Hom(A, B), Ker(f) ∈ Con(A). 
 

 Proof. Let 1 ≤ i ≤ o(τ) and (aj, aʹj) ∈ Ker(f) for 1 ≤ j ≤ ni; then f(aj) = f(aʹj). 
we deduce that f(fi (

inaaa ,...,, 21 )) = fi( )(),...,(),( 21 inafafaf ) =                             

fi( )(),...,(),( 21 inafafaf ′′′ ) ⇔ f(fi( inaaa ,...,, 21 ))= f(fi( inaaa ′′′ ,...,, 21 )) ⇔            
(fi( inaaa ,...,, 21 ), fi( inaaa ′′′ ,...,, 21 )) ∈ Ker(f), hence Ker(f) ∈ Con(A).  ∎ 

 
 Theorem 3.2.4. For every algebra A, (Echiv(A), ⊆) is a complete lattice 

and Con(A) is a complete sublattice of Echiv(A). 
 

 Proof. Clearly (Echiv(A), ⊆) is a lattice since for every ρ, ρʹ ∈ Echiv(A), 
ρ ∧ ρʹ = ρ ∩ ρʹ ∈ Echiv(A) and ρ ∨ ρʹ = the equivalence relation of A generated 
by ρ ∪ ρʹ (see  Proposition 1.2.8).  

 We have the following description for ρ ∨ ρʹ : (a, b) ∈ ρ ∨ ρʹ iff there is a 
sequence of elements a1, a2, ... , an ∈ A such that a = a1, b = an and for every            
1 ≤ i ≤ n - 1, (ai, ai+1) ∈ ρ or (ai, ai+1) ∈ ρʹ.    

 More, Echiv(A) is a complete lattice since for a family (θi)i∈I of elements 
of  Echiv(A), I

Ii
iiIi ∈∈

=∧ θθ  and },...,,:...{ 1010
Iiii kiiiiIi k

∈∪=∨
∈

θθθθ ooo . 

 Since the intersection of any family of congruence relations on A is also an 
equivalence relation on A we deduce that Con(A) is a complete meet-semilattice 
and meet-sublattice of Echiv(A). 

 Let now (θi)i∈I be a family of congruence relations on A and f an n-ary   
algebraic operation on A. If (a1, b1), …, (an, bn) ∈ iIi

θ
∈
∨ , then there are i0,i1,...,ik ∈ I  

such that (ai, bi) ∈ 
kiii θθθ ooo ...

10
, 1 ≤ i ≤ n, so (f(a1,...,an), f(b1,...,bn)) ∈ 

kiii θθθ ooo ...
10

, hence iIi
θ

∈
∨  ∈ Con(A), that is, Con(A) is a joint-complete 

sublattice (hence complete) of Echiv(A). ∎ 
 

 Remark 3.2.5. By Remark 2.1.5 it will suffice to prove that  
Echiv(A) (as for Con(A)) is a meet–complete to obtain the conclusion that 
these lattices are complete; we have proved and the join-completitude to 
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give the characterization for iIi
θ

∈
∨  with θi ∈ Con(A): (x, y) ∈ iIi

θ
∈
∨  iff there 

is a sequence of elements of  A, x = a1, ..., an = y such that for every 1 ≤ j ≤ n 
-1, (aj, aj+1) ∈ 

jiθ  with ij ∈ I. 

 Theorem 3.2.6. For every algebra A there is an algebraic closure 
operator on A × A such that the closed subsets of A × A are precisely the 
congruence on A. 
 

 Proof. ([11]). Let us start by organize A × A as an algebra.  
 Firstly, for every n–ary operation f on A we consider the n–ary operation   

g on A × A defined by g ((a1, b1), ... , (an, bn)) = (f (a1, ... , an), f (b1, ... , bn)). 
 

 Then we add to these operations the nullary operations (a,a) for each a∈A, 
an unary operations s defined by s((a,b)) = (b,a) and a binary operation t defined by   





 =

= otherwiseba
cbifda

dcbat ),(

,),(
)),(),,((  

then it is immediate that θ is a subalgebra of A × A iff θ ∈ Con(A), so, if we 
denote by C the operator Sg (above defined), then Con(A) = (A × A)C. ∎  
 

 Corollary 3.2.7. For every algebra A, Con(A) is an algebraic lattice. 
 

 Proof. Follows from Theorems 2.2.6 and 2.10.8.  ∎ 
 

   Definition 3.2.8. For an algebra A and a1, ... , an ∈ A we denote by            
⊜(a1, ... , an) the congruence relation on A generated by {(ai, aj) : 1 ≤ i, j ≤ n}  
(i.e, the smallest congruence on A such that a1, a2, ... , an are in the same 
equivalence class). 

 The congruence ⊜(a1, a2) is called the principal congruence.  
 For a subset Y ⊆ A, by ⊜(Y) we denote the congruence generated by  

Y × Y. 
 

 Examples  
 1. If G is a group and a, b, c, d ∈G, then (a, b) ∈ ⊜(c, d) iff  ab-1 is a finite 

product of conjugates of cd-1 and conjugates of dc-1. 
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 2. If R is a ring with unity and a, b, c, d ∈ R, then (a, b) ∈ ⊜(c, d) iff         

a-b = ∑ −
=

n

i
ii sdcr

1
)( ,  with ri, si ∈ R, 1 ≤ i ≤ n. 

  3. If L is a distributive lattice and a,b,c,d ∈ L, then (a, b) ∈ ⊜ (c, d) iff 
c∧ d ∧ a = c ∧ d ∧ b  and c∨ d ∨ a = c ∨ d  ∨ b. 
 

 Theorem 3.2.9. Let A be an algebra, a1, b1, ... , an, bn ∈ A and                   
θ ∈ Con(A). Then  

 (i) ⊜ (a1, b1) = ⊜ (b1, a1);  
 (ii) ⊜((a1, b1), ... , (an, bn)) = ⊜(a1, b1) ∨ ... ∨⊜(an, bn);   
 (iii) ⊜(a1, .. , an) = ⊜(a1, a2) ∨ ⊜(a2, a3)∨... ∨⊜(an-1, an);   
 (iv) θ = ∪ {⊜(a, b) : (a, b) ∈ θ} = sup {⊜(a, b) : (a, b) ∈ θ};   
 (v) θ = ∪{⊜((a1, b1), ... , (an, bn)) : (ai, bi) ∈ θ, n ≥ 1}.   

 
 Proof. ([11]). (i). Since (b1, a1) ∈ ⊜(a1, b1) we deduce that                     

⊜(b1, a1) ⊆⊜(a1, b1) and analogous ⊜(a1, b1) ⊆ ⊜(b1, a1), hence                           
⊜(a1, b1) = ⊜(b1, a1). 

 (ii). For 1 ≤ i ≤ n, (ai, bi) ∈ ⊜((a1, b1), ... , (an, bn)) (since                          
⊜((a1, b1), ... , (an, bn)) is a congruence relation on A generated by the set            
{(a1, b1), ... , (an, bn)}), hence ⊜(ai, bi) ⊆ ⊜((a1, b1), ... , (an, bn)), so we obtain the 
inclusion ⊜((a1, b1), ... , (an, bn)) ⊇  ⊜(a1, b1) ∨ ... ∨⊜(an, bn).    

 On the other hand, for 1 ≤ i ≤ n, (ai, bi) ∈ ⊜(ai, bi) ⊆ ⊜(a1, b1) ∨ ... ∨     
⊜(an, bn); so {(a1, b1), ... , (an, bn)} ⊆  ⊜(a1, b1) ∨ ... ∨⊜(an, bn), hence             
⊜((a1, b1), ... ,(an, bn)) ⊆ ⊜(a1, b1) ∨ ... ∨⊜(an, bn), so we have the desired equality. 

 (iii). For 1 ≤ i ≤ n-1, (ai, ai+1) ∈ ⊜(a1, .. , an), hence ⊜(ai, ai+1) ⊆ ⊜(a1,.. ,an), 
so ⊜(a1, a2) ∨ ⊜(a2, a3) ... ∨⊜(an-1, an) ⊆ ⊜(a1, .. , an). 

 Conversely, for 1 ≤ i, j≤ n, (ai, aj) ∈ ⊜(ai, ai+1) ∘ ... ∘⊜(aj-1, aj); so             
(ai, aj) ∈ ⊜(ai, ai+1) ∨ ... ∨⊜(aj-1, aj), hence (ai, aj) ∈ ⊜(a1, a2) ∨ ⊜(a2, a3)∨ ... ∨  
⊜(an-1, an).   

 In viewing (i), ⊜(a1, .. , an) ⊆ ⊜(a1, a2) ∨ ⊜(a2, a3)∨...∨⊜(an-1, an), so      
⊜(a1, .. , an) = ⊜(a1, a2) ∨ ⊜(a2, a3)∨... ∨⊜(an-1, an). 

 (iv). For (a, b) ∈ θ, clearly (a, b) ∈ ⊜(a, b) ⊆ θ, so                                      
θ ⊆ ∪ {⊜(a, b) : (a, b) ∈ θ} ⊆ ∨ {⊜(a, b) : (a, b) ∈ θ} ⊆ θ, hence                         
θ = ∪ {⊜(a, b) : (a, b) ∈ θ} = ∨ {⊜(a, b) : (a, b) ∈ θ}. 
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 (v). Similarly as in the case of  (iv).  ∎ 
 
 Let A be an algebra of type τ, univers A and n ∈ N*.  
   Since many classes of algebras are defined by “identities“ we will make 

this concept in a precise way . 
 

 Definition 3.2.10. The n-ary polynomials of type τ are functions from    
An to A, defined recursively in the following way: 

 (i) The projections p i, n : An → A, p i, n (a1, ... ,an) = ai  (1 ≤ i ≤ n) are      
n–ary polynomials on A; 

 (ii) If 
inpp ,...,1  are n-ary polynomials and fi is ni – ary algebraic 

operation, then the function ),...,( 1 ini ppf : An → A, defined by  
            )),...,(),...,,...,((),...,)(,...,( 11111 nnninni aapaapfaappf

ii
=     

 is an n–ary polynomial on A; 
 (iii) The n-ary polynomials on A are exactly those functions which can 

be obtained by a finite numbers of applications of (i) and (ii). 
 If p : An → A, (1 ≤ k ≤ n) is an n–ary polynomial and k variables of p   

where replaced with some constants from A, we obtain a function from An-k to   
A, called algebraic function. 
 

 Examples 
 1. If (L, ∨, ∧) is a lattice, then the only unary polynomial on L is 1L. 
 Let now have an example of binary polynomials: p : A2 → A, p(x, y) = x,                  

q : A2 → A, q(x, y) = x ∧ y. 
 2. If (R, +, · , 0, 1) is a ring with identity, then every unary polynomial on 

R has the form p(x) = n0 + n1x + ... + nmxm where m ∈ N and ni is zero or 1 + ...+ 1  
for a finite number of time. 

 3. If (G, ·) is a semigroup, then every unary polynomial of G has the form  
p(x) = xn  (with n ∈ N). 
 

 We will present now a characterization for the congruence of the form       
⊜(H) with H ⊆ A. 
 

 Theorem 3.2.11. Let A be an algebra of univers A and H ⊆ A a          
non-empty subset. 
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 Then (c, d) ∈ ⊜(H) iff there is n ∈ N, a sequence of elements                 
c = z0, z1, …, zn = d, (ai, bi) ∈ H × H and algebraic unary functions pi such that   
{pi (ai), pi(bi)} = {zi-1, zi}, for 1 ≤ i ≤ n. 
 

 Proof. ([11]). Following Theorem 3.2.9 it will suffice to prove this theorem 
only in the case H = {a, b}, and for this we denote by ρ the binary relation on A 
defined by the right conditions of the equivalence from the enounce. 

 Since the polynomials have the substitution property, if ρ ∈ Con(A) and  
(a, b) ∈ ρ, then for the sequence (zi)0≤ i ≤ n of elements in A chosen as in the 
enounce of the theorem we have {zi-1, zi}∈ ρ, hence (c, d) ∈ ρ. 

  So, to prove the equality ⊜(a, b) = ρ (using the fact that ⊜(a, b) is the 
congruence generated by (a, b)) it is suffice to prove that ρ ∈ Con(A) and            
(a, b) ∈ ρ (then ⊜(a, b) ⊆ ρ and since ρ ⊆ ⊜(a, b) we obtain the desired equality). 

 Clearly (a, b) ∈ ρ (we can choose the sequence a, b and unary function     
p1,1(x) = x, x ∈ A) and ρ ∈ Echiv(A). 

 We have to prove that ρ has the substitution property. 
 Let now fi be the ni–ary operation and (a0,b0),...,( 11 , −− ii nn ba )∈ρ(1≤ i ≤ o(τ)). 

 By the definition of ρ we have the sequences 
  0

00
00 0

,..., bzza n ==  

  - - - - - - - - - - - - - - - - - 
  1

11
01 )1(

,..., −
−−

− ==
− i

i

in

i
i n

n
n

n
n bzza  of elements in A and  

              0
1

0
0 0

,..., −npp   

  - - - - - - - - - - - - 
  11

0 )1(
,..., −−

−

i

in

i n
n

n pp                     unary algebraic functions which verify 

the conditions from the enounce in definition of  ρ. 
 We will use mathematical induction relative to i for proving that  

( ),...,(),,...,( 1010 −− ii nini bbfaaf ) ∈ ρ. 

 This  is clear for i = 0; suppose it is true for i < n i. 
 Since (ai, bi) ∈ ρ, there is the sequence a1 = z0, ... , zm = b1 of elements in  

A and unary polynomials p0, ... , pm-1 on A such that (zj, zj+1) = {pj (a), pj (b)}, for   
0 ≤ j ≤ m - 1. 

 We consider now the sequence  
               ),...,,,,...,( 110100 −+−=

iniii aazbbft  
                          ),...,,,,...,( 111101 −+−=

iniii aazbbft  
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- - - - - - - - - - - - - - - - - - - - - - - - -  
                           ),...,,,,...,( 1110 −+−=

inimiim aazbbft  

of elements in A and    
                ),...,,,,...,( 110100 −+−=

iniii aapbbfq  
                           ),...,,,,...,( 111101 −+−=

iniii aapbbfq  

- - - - - - - - - - - - - - - - - - - - - - - - -  
                           ),...,,,,...,( 111101 −+−−− =

inimiim aapbbfq  

unary algebraic functions on A; by induction hypothesis  we deduce immediate that  
( ),...,,,,...,( 1110 −+− iniiii aaabbf , ),...,,,,...,( 1110 −+− iniiii aabbbf )∈ ρ 

and by the transitivity of ρ that ( ),...,( 10 −ini aaf , ),...,( 10 −ini bbf )∈ ρ, so                  

ρ ∈ Con(A) and the proof is complete.  ∎ 
 

 Corollary 3.2.12. (c, d) ∈ ⊜(a, b) iff there is n ∈ N*, a sequence of 
elements in A, c = z0, ... ,zn = d and a sequence of unary algebraic functions   
p0, p1, ... , pn-1 such that {pi(a), pi(b)} = {zi, zi+1}, for 0 ≤ i ≤ n - 1. 
 

 Examples 
 1. If (G, ·) is a group and a, b, c, d ∈ G, then (c, d) ∈ ⊜(a, b) iff there is  

an unary algebraic function  p on G such that p(a) = c and p(b) = d. 
 2. If R is a ring, since a congruence on A is also a congruence on the group  

(R , +), we deduce for ⊜(a, b) on the ring R the same characterization as in the case 
of groups. 
 

 Definition 3.2.13. An algebra A is called congruence-modular 
(distributive) if (Con(A), ⊆) is a modular (distributive) lattice.         

  A is congruence–permutable if every pair of congruence on A permutes. 
 

 Lemma 3.2.14. For an algebra A and θ, θʹ∈Con(A), the following are 
equivalent: 

 (i)   θ ∘ θʹ = θʹ ∘ θ;   
 (ii)  θ ∨ θʹ = θ ∘ θʹ;    
 (iii) θ ∘ θʹ ⊆ θʹ ∘ θ.   
  
 Proof. It follows from Proposition 1.2.3. and Theorem 3.2.4.  ∎ 
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 Theorem 3.2.15. (Birkoff). If A is a congruence–permutable, then A is  
congruence-modular. 
 

 Proof. Let θ1, θ2, θ3 ∈ Con(A) with θ1 ⊆ θ2.  
To prove the modularity loin, it is suffice to prove the inclusion                      

θ2 ∩ (θ1 ∨ θ3 ) ⊆ θ1 ∨ (θ2 ∩ θ3). If (a, b) ∈ θ2 ∩ (θ1 ∨ θ3 ), by Lemma 2.14,           
θ1 ∨ θ3 = θ1 ∘ θ3, hence there is c ∈ A  such that (a, c) ∈ θ1 and (c,b) ∈ θ3. Then   
(c, a) ∈ θ1 ⊆ θ2, hence (c, a) ∈ θ2 and since (a, b) ∈ θ2 we deduce that (c, b) ∈ θ2,  
hence (c, b) ∈ θ2 ∩ θ3.   

 From (a, c) ∈ θ1 and (c, b) ∈ θ2 ∘ θ3, we deduce that (a, b) ∈ (θ2 ∩ θ3) ∘ θ1, 
hence (a, b) ∈ θ1 ∨ (θ2 ∩ θ3), so we obtain the modularity equality. ∎ 

      
 In what follows we will present some known theorems in Universal 

Algebra   with the name of  de theorems of  isomorphism  (next we will still use the 
convention that when we say that a mapping f : A → B is a morphism of algebras 
we will understand that A and B are algebras of type τ and f is a morphism of 
algebras of type τ). 

 For f ∈ Hom (A, B) we denote by Im(f) the image of A by f, that is,     
Im(f) = {f(a) : a ∈A} ≤ B. 
 

Theorem 3.2.16. (The first theorem of isomorphism). Let A, B be two 
algebras and f∈ Hom(A, B). Then A / Ker(f) ≈ Im(f). 

Proof. Let θ = Ker(f) ∈ Con(A) and φ : A / Ker(f) → Im(f), φ(a / θ) = f(a).  
We have to prove that φ is an isomorphism. 

 Indeed, for a, b ∈ A from the equivalences: a / θ = b / θ ⇔ (a, b) ∈ θ ⇔   
f(a) = f(b) we deduce that φ is correctly defined  and is an injective function. 

Since φ is clearly surjective, to prove that φ is an isomorphism we have only 
to prove that φ is a morphism. 

 If fi is ni–ary operation on A (1 ≤ i ≤ o(τ), where τ is the type of A and B)  
and a1,…,

ina ∈A, then      

 )),...,((/)),...,(()/,...,/())(),...,(( 1111 iiii nininini aafaafaafaaf θθθ ϕθθθϕϕ ===  

 hence φ is a morphism. ∎ 
 

 Corollary 3.2.17. If the morphism f : A → B is surjective, then  
                                          A / Ker(f) ≈ B. 
 Let A be an algebra and ρ, θ ∈ Con(A) with θ ⊆ ρ.  
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 If we denote ρ / θ = {(a / θ, b / θ)} ∈ (A / θ)2 : (a, b) ∈ ρ}, it is immediate 
to see that ρ / θ ∈ Con(A / θ). 

 
 

 Theorem 3.2.18. (The second theorem of isomorphism) 
   If θ, ρ ∈ Con(A) and θ ⊆ ρ, then (A / θ) / (ρ / θ) ≈ A / ρ. 
 
 Proof. Define φ : A / θ → A / ρ by φ(a / θ) = a / ρ, a ∈ A. If a, b ∈ A   and 

a / θ = b / θ, then (a, b)∈ θ ⊆ ρ, hence a / ρ =  b / ρ, that is, φ is correctly defined. 
 If fi is the ni–ary operation on A and 1a , …, 

ina ∈A (1 ≤ i ≤ o(τ)), then  

)/)),...,((())/,...,/(( 11 θϕθθϕ θ
ii nini aafaaf = = 

= ρ/)),...,(( 1 ini aaf = )/,...,/( 1 ρρθ
ini aaf = ))/(),...,/(( 1 ρϕρϕθ

ini aaf , 
hence φ is a morphism (clearly, surjective).  
  Since for a, b ∈ A we have (a / θ, b / θ) ∈ Ker(φ) ⇔ φ(a / θ) = φ (b / θ) 
⇔ a / ρ = b / ρ ⇔ (a, b) ∈ ρ ⇔ (a / θ, b / θ) ∈ ρ / θ, we deduce that Ker(φ) = ρ / θ  
and all that results from Corollary 3.2.17.  ∎ 
 

 Let now A an algebra, B ⊆ A and θ ∈ Con(A). 
 We denote by Bθ the subalgebra of A generated by                                     

{a ∈ A : B ∩ (a / θ) ≠ ∅} and by θ| B = θ ∩ B2  (if B ≤ A, then θ| B ∈ Con(B)). 
 

 Theorem 3.2.19. (The third theorem of isomorphism) 
 If B ≤ A and θ ∈ Con(A), then B / θ| B  ≈ Bθ / θθ

B
. 

 
 Proof. It is immediate that the desired isomorphism is the mapping            

φ : B / θ| B  → Bθ / θθ
B

, φ (b / θ| B  ) = b/ θθ
B

, for every b ∈ B.  ∎ 

 
 Theorem 3.2.20. (Theorem of correspondence) 
 Let A be an algebra and θ ∈ Con(A). 
 Then Con(A / θ) ≈ [θ, ∇A] (as lattices). 
 
 Proof. We will prove that α : [θ, ∇A]  → Con(A / θ), α (ρ) = ρ / θ(θ ⊆ ρ), 

is the latticeal isomorphism desired. If ρ, ρʹ∈ [θ, ∇A], ρ ≠ ρʹ, then we can suppose 
that  there are a, b ∈A such that (a, b) ∈ ρ \ ρʹ (difference of sets!).  
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 Then (a / θ, b / θ) ∈ (ρ/θ)  \ (ρʹ/θ), so, α (ρ) ≠ α (ρʹ), hence α  is  injective. 
 For ρʹ ∈ Con(A / θ) if we consider ρ = Ker (πρʹ ∘ πθ) =                            

{(a, b) ∈ A2 :  ( a / θ, b/ θ) ∈ ρʹ } ∈  Con (A / θ), then (a / θ, b/ θ) ∈ ρ / θ ⇔      
(a, b) ∈ ρ ⇔(a / θ, b/ θ) ∈ ρʹ ⇔ ρ / θ = ρʹ ⇔ α (ρ)  = ρʹ, that is, α is surjective.  

 Since the fact that α  is latticeal morphism  is immediate, we deduce that  α  
is a latticeal isomorphism.  ∎ 
 

 Remark 3.2.21. It is easy to translate the above theorems of isomorphism 
and the correspondence theorem into the usual theorems used for example in 
groups and rings theory (see [31]). 
 

Definition 3.2.22. Let K be a class of algebras of the same type. We say 
that K  has the congruence extension property if for every A ∈ K, B ≤ A and                
θ ∈ Con (B), there is ρ ∈ Con(A) such that ρ ∩ B2 = θ. 
 

 Remark 3.2.23.([2]). An equation class K (see the final of this chapter) 
has the congruence extension property iff for every injective morphism f : A → B   
and surjective morphism g : A → C there is a surjective morphism h : B → D and 
injective morphism k : C → D such that h ∘ f = k ∘ g, that is, the diagram   

 

 
 
 
is commutative. 
 
 

 3.3. Direct product of algebras. Indecomposable algebras 
 

 Let (Aj)j∈I a non-empty indexed family of algebras of the same type τ. 
 For every 1 ≤ i ≤ o(τ), on the set jIj

A
∈
×  we define the ni–ary algebraic 

operation if   by :  )))(,...,(( 1 jaaf
ini = ))(),...,((( 1 jajaf

ini , j ∈ I, and     

),...,( 1 inaa  ∈ in
jIj

A )(
∈
× . 

A 

C 

B f 

g 

D 

h 

k 
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 Definition 3.3.1. An algebra of type τ and universe jIj

A
∈
×  above 

described   is denoted by ∏
∈Ij

jA and  is called the direct product of the family 

(Aj)j∈I of  algebras. 
 The functions pk : k

Ij
j AA →∏

∈
 (k ∈ I) defined by pk((ai)i∈I) = ak, are 

called projections (clearly, these are surjective morphisms). 
 

 Theorem 3.3.2. The pair ( ∏
∈Ij

jA , (pj)j∈I) verifies the following property 

of universality: 
 For any algebra A of type τ and every family (pʹj)j∈I of morphisms with   

pʹj ∈ Hom (A, Aj)(j ∈ I), there is a unique u∈ Hom (A, ∏
∈Ij

jA ) such that              

pj ∘ u = pʹj,  for every  j ∈ I. 
 

 Proof. It is easy to see that the desired morphism is u : A → ∏
∈Ij

jA   

defined for a ∈ A by u(a) = (pʹj(a))j∈I . 
 For the rest of details see the case of direct product of sets (§5 from  

Chapter 1).∎   
 

 Proposition 3.3.3. If A1, A2, A3 are algebras of the same type, then  
  (i) A1 ∏ A2 ≈ A2 ∏ A1;  
   (ii) A1 ∏ (A2 ∏ A3 ) ≈  A1 ∏ A2 ∏ A3. 

 
 Proof. It is immediate that the desired isomorphisms are                             

α ((a1, a2)) = (a2, a1) (for (i)), respective α ((a1, (a2, a3))) = (a1, a2, a3) (for (ii)). ∎ 
 

 Lemma 3.3.4. If A1, A2 are two algebras of the same type, A = A1 ∏ A2, 
then in Con(A) :  Ker(p1) ∩ Ker(p2) = ∆A,  Ker(p1) and Ker(p2) permute and  
Ker(p1) ∨ Ker(p2) = ∇A (where p1 , p2 are the projections of A on A1, 
respective  A2).    
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 Proof. We have ((a1,  a2),  (b1 , b2)) ∈ Ker(p1) ∩ Ker(p2) ⇔                
p1((a1,  a2)) = p1((b1,  b2)) and p2((a1,  a2)) = p2((b1,  b2)) ⇔ a1 = b1  şi a2 = b2 ⇔            
Ker(p1) ∩ Ker(p2) = ∆A.   

 Since for (a1, a2), (b1, b2) ∈ A1 ∏ A2, ((a1, a2), (b1, b2))∈ Ker(p1) and     
((a1, a2), (b1, b2)) ∈ Ker(p2) we deduce that ((a1, a2), (b1, b2)) ∈ Ker(p2)∘Ker(p1), 
hence Ker(p2) ∘ Ker(p1) = ∇A, so we obtain the conclusion that Ker(p1) and       
Ker(p2) permute and Ker(p1) ∨ Ker(p2) = ∇A (see Lemma 3.2.14).  ∎ 
 

  Definition 3.3.5. θ ∈ Con(A) is called a factor congruence if there is             
θ* ∈ Con(A) such that θ ∩ θ* = ∆A, θ ∨ θ* = ∇A and θ permute with θ*. In 
this case the pair (θ, θ*) is called a  pair of  factor congruence  on A. 
 

 Corollary 3.3.6. If A1, A2 are two algebras of the same type, then         
(Ker(p1), Ker(p2)) is a pair of  factor congruence  on A1 ∏ A2 . 
 

 Proof. See Lemma 3.3.4.  ∎ 
 

 Theorem 3.3.7. If (θ, θ*) is a pair of  factor congruence on an algebra 
A,  then A ≈ (A / θ) ∏ (A / θ*). 

 
 Proof. We have to prove that f : A → (A / θ) ∏ (A / θ*),                             

f(a)  = (a / θ, a / θ*)  (a ∈ A) is the desired isomorphism. 
 If a, b ∈ A and f(a) = f(b), then a / θ = b / θ and a / θ* = b / θ*, hence       

(a, b) ∈ θ ∩ θ* = ∆A, so a = b, that is, f is injective. 
 Also, for a, b ∈ A, since θ ∨ θ* = ∇A, then θ ∘ θ* = θ* ∘ θ = ∇A, hence 

there is c ∈ A such that (a, c) ∈ θ and (c, b) ∈ θ*. Then                                            
f(c) = (c / θ, c / θ*) = (a / θ, b / θ*), hence f is surjective, that is, f is bijective. Since 
it is immediate that f is morphism, we deduce that f  is isomorphism.  ∎ 
 

  Definition 3.3.8. An algebra A is (directly) indecomposable if A is not 
isomorphic to a direct product of two nontrivial algebras. 

 
 For example, any finite algebra with a prime number of elements  must be 

directly indecomposable. 
 By Theorem 3.3.7 we deduce 
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 Corollary 3.3.9. An algebra A is (directly) indecomposable iff the only 

factor congruence on A is (∆A, ∇A).   
 

 Theorem 3.3.10. Every finite algebra A is isomorphic to a direct 
product of indecomposable algebras. 
 

 Proof. We proceed by mathematical induction on the cardinality |A| of A.  
If A is trivial (that is, |A| = 1), then clearly A is indecomposable. Suppose A is a 
nontrivial finite algebra. If A is not indecomposable, then A = A1 ∏ A2 with      
|A1|, |A2| > 1. Since |A1|, |A2| < |A|, then by the induction hypothesis, A1 ≈ B1 
∏…∏ Bm, A2 ≈ C1 ∏…∏ Cn, with Bi, Cj indecomposable (i = 1, n, j = 1, m), so                              
A ≈ B1 ∏…∏ Bm ∏ C1 ∏…∏Cn.  ∎ 
 

 Remark 3.3.11. Following the universality property of direct product of 
algebras (see Theorem 3.3.2) we obtain that for any two families (A i)i∈I, (Bi)i∈I of 
algebras of the same type and any family (fi)i∈I of morphisms with                          
fi ∈ Hom(Ai, Bi) (i ∈ I), there is a unique morphism ∏→∏

∈∈ Ii
i

Ii
i BAu : such that   

for every i ∈ I, fi ∘pi = qi ∘ u, where (pi)i∈I şi (qi)i∈I are canonical projections.  
 We denote u = ∏

∈Ii
if and will be called the direct product of the family  

(fi)i∈I of morphisms. 
 Clearly u is defined by u((ai)i∈I) = (fi(ai))i∈I for every (ai)i∈I ∈ ∏

∈Ii
iA . 

 Also, if A is another algebra by the same type with the algebras (Ai)i∈I   
and fi ∈ Hom(A, Ai) for every i ∈ I, then there is v ∈ Hom(A, ∏

∈Ii
iA ) such that    

pi ∘ v = fi , for every i ∈ I. 
 The morphism v is defined by v(a) = (fi(a))i∈I (a ∈ A). 

 
 Definition 3.3.12. Let A, B and (Ai)i∈I sets and f : A → B , fi : A → A i      

(i ∈ I) be functions. 
 We say that  
 (i)   f separates the elements a1, a2 ∈ A  if  f(a1) ≠ f(a2); 
 (ii) (fi)i∈I separates the elements of A if for every a1, a2 ∈ A there is         

i∈I such that fi separate a1 and a2. 
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 Theorem 3.3.13. Let A, (Ai)i∈I algebras of the same type and (fi)i∈I a 

family of morphisms with fi ∈ Hom(A, Ai), i ∈ I. If we consider the morphism  
v ∈ Hom(A, ∏

∈Ii
iA ) above defined, then the following assertions are 

equivalent:  
 (i)   v is injective morphism; 
 (ii)  I

Ii
ifKer

∈
)(  = ∆A; 

 (iii)  The maps (fi)i∈I separate the elements of A. 
 

 Proof. We recall that for a ∈ A, v(a) = (fi(a))i∈I, hence for a, b ∈ A,       
v(a) = v(b) ⇔  fi(a) = fi(b) for every i ∈ I ⇔ (a, b) ∈ I

Ii
ifKer

∈
)( , so we obtain the 

equivalence (i) ⇔ (ii). 
 The equivalence (i) ⇔ (iii)  is immediate. ∎ 

 
 

 3.4. Subdirect products. Subdirectly irreducible algebras. Simple 
algebras  
 

 Definition 3.4.1. Let (Ai)i∈I be an indexed non-empty family of algebras 
of type τ. We say that an algebra A of type τ is a subdirect product of the  
family (Ai)i∈I if     

 (i) A ≤ ∏
∈Ii

iA ;  

 (ii) pi(A) = Ai, for each i ∈ I (where (pi)i∈I are the canonical projections 
of ∏

∈Ii
iA ). 

 An embedding u: A →∏
∈Ii

iA is called subdirect if u(A) is a subdirect 

product of the family (Ai)i∈I. 
 

 Lemma 3.4.2. Let (θi)i∈I be a family of elements of Con(A) such that   
I

Ii
i

∈
θ  = ∆A. Then the natural morphism u : A → i

Ii
iA θ/∏

∈
 defined by        

u(a)(i) =  a/ θi is a subdirect embedding. 
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 Proof. From Theorem 3.3.13 we deduce that u is injective since if consider 
iAA

i
θπθ /: →  the surjective canonical morphism, then ii

Ker θπθ =)( , for every i 

∈ I. Since every 
iθπ  is surjective, we deduce that u is a subdirect embedding.  ∎ 

 
 Definition 3.4.3. We say that an algebra A of type τ is subdirectly 

irreducible if for every family (Ai)i∈I of algebras of type τ and every subdirect 
embedding u : A →∏

∈Ii
iA there is i ∈ I such that pi∘ u : A → Ai is an 

isomorphism. 
 

 Theorem 3.4.4. An algebra A is subdirectly irreducible iff A is trivial 
or there is a minimal congruence in Con(A) \ {∆A} (in  the latter case the 
minimal  element is the principal congruence ∩ (Con(A) \  {∆A})). 

 
 Proof. ([11]). "⇒". Suppose by contrary that A is non trivial and         

Con(A) \ {∆A} has no minimal element. Then ∩ (Con(A) \ {∆A} = ∆A and if we 
consider I = Con(A) \ {∆A}, by Lemma 3.4.2, the natural morphism  

∏→
∈I

AAu
θ

θ )/(:   is a subdirect embedding; since the natural map πθ  : A → A / θ  

is not injective for any θ ∈ I, then A is not subdirectly irreducible in contradiction 
with the hypothesis! 

 “⇐”. If A is trivial and ∏
∈

→
Ii

iAAu :  is a subdirect embedding then every   

Ai is trivial, hence every pi ∘ u is isomorphism. 
 Suppose A is non trivial, and let θ = ∩ (Con(A) \ {∆A} ≠∆A. Let           

(a, b) ∈ θ with a ≠ b. If ∏
∈

→
Ii

iAAu : is a subdirect embedding, then for some          

i ∈ I (u(a))(i) ≠ (u(b))(i), hence (pi ∘ u)(a) ≠ (pi ∘ u)(b). We deduce that              
(a, b) ∉ Ker(pi ∘ u), hence θ ⊈ Ker(pi ∘ u) which imply Ker(pi ∘ u) = ∆A, so         
pi ∘ u : A → Ai is an isomorphism, that is, A is subdirectly irreducible.  

 If Con(A) \ {∆A} has a minimal element θ, then for a, b ∈ A, a ≠ b and    
(a, b) ∈ θ, we have ⊜(a, b) ⊆ θ, hence ⊜(a, b) = θ.  ∎ 
 

   Remark 3.4.5. Using this last result  we can put in evidence some classes 
of  subdirectly irreducible algebras (see and [30]): 

 (i) A finite abelian group G is subdirectly  irreducible iff it is cyclic and   
|G| = pn for some prime number p (that is, G it is a cyclic p-group); 
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 (ii) The group ∞pC  is subdirectly irreducible; 

 (iii) Every simple group is subdirectly irreducible; 
 (iv) A vector space over a field K is subdirectly irreducible iff it is trivial 

or one-dimensional;  
 (v) An algebra with 2 elements is subdirectly irreducible. 

 
 A directly indecomposable algebra dones not need to be subdirectly 

irreducible (consider, for example, a three-element chain as a lattice). 
 The converse does indeed hold; since every congruence factor on a 

subdirectly irreducible algebra is the pair (∆, ∇) by Theorem 3.4.4 we deduce that 
every subdirectly irreducible algebra is indecomposable. 
 

 Theorem 3.4.6. (Birkhoff). Every algebra A is isomorphic to a 
subdirect product of subdirectly  irreducible algebras. 
 

 Proof .([11]). It will suffice to consider only the case of non trivial algebra 
A. For a, b ∈ A, with a ≠ b, using Zorn’s lemma we can find a congruence θa, b of 
A  which is maximal with respect to the property (a, b) ∉ θa, b. Then ⊜(a, b) ∨ θa, b 
is the smallest congruence in [θa, b, ∇A] \ { θa, b }, so by Theorems 3.2.20 and 3.4.4,         
A / θa, b  is subdirectly irreducible. 

 As ∩ {θa, b : a ≠ b}= {∆A}, we can apply Lemma 3.4.2 to obtain that 
algebra  A is subdirectly embeddable in ∏

≠ba
baA )/( ,θ (clearly A / θa, b with a ≠ b is  

subdirectly irreducible).  ∎ 
 

 Corollary 3.4.7. Every finite algebra is isomorphic to a subdirect 
product of a finite number of subdirectly irreducible finite algebras. 
 

 Definition 3.4.8. An algebra A is called  simple if Con(A) = {∆A, ∇A}. A  
congruence θ ∈ Con(A) is maximal on A if the interval [θ, ∇A] of Con(A) has 
exactly two elements. 
 

 Theorem 3.4.9. If θ ∈ Con(A), then A / θ is simple iff θ is a maximal 
congruence on A or θ = ∆A.  
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 Proof. Since by Theorem 3.2.20, Con(A / θ) ≈ [θ, ∇A], the theorem  is an 
immediate consequence of Definition 3.4.8.  ∎ 
 
 
 

 3.5. Class operators. Varieties  
 

 In this paragraph by operator we understand a mapping defined on a class 
of algebras (of same type) with values in another class of algebras (of same type). 

 By K we denote a class of algebras of the same type. 
   In what follows we introduce the operators I, H, S, P, Ps by: 
 Definition 3.5.1. 
 (i) A ∈ I(K) iff A is isomorphic to some algebra of K; 
 (ii) A ∈ S(K) iff A is isomorphic to a subalgebra of some algebra of K; 
 (iii) A ∈ H(K) iff A is homomorphic image of some algebra of K; 
 (iv) A ∈ P(K) iff A is isomorphic to a direct product of a non-empty 

family of algebras in K; 
 (v) A ∈ Ps(K) iff A can be subdirectly embedded into a product of a 

non-empty family of algebras in K. 
 

 If O1, O2 are two operators, by O1O2 we denote the composition of O1 and 
O2 (which is also an operator). 

 We write O1 ≤ O2 iff O1(K) ⊆ O2(K) for every class K of algebras. 
 An operator O is  idempotent if O2 = O. 
 A class K of algebras is closed under an operator O if O(K) ⊆ K. 
 If we denote by O one of the operators I, S, H, P, Ps above defined, we 

deduce that the restriction of O to some class of algebras (of same type) verifies the 
conditions: K ⊆ O(K), K1 ⊆ K2 ⇒ O(K1) ⊆ O(K2) and O(O(K)) = K for every 
classes of algebras of same type K, K1, K2, so we can consider O as a closure 
operator defined on the class of all algebras of some type (see §1). 

 Also, if A ∈ K we observe that every algebra isomorphic with A is also in   
K. Symbolically we write O = IO;  we also have OI = O. 

 
 Lemma 3.5.2. The operators HS, SP, HP and HPs are closure 

operators on every  class of algebras of same type. 
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 Also the following inequalities hold: SH ≤ HS,  PS ≤ SP, PH ≤ HP,  
PsH ≤ HPs, PsP = Ps = PPs and PsS = SP = SPs. 
 

 Proof. ([58]). It is easy to see that the composition of two operators verifies 
the conditions K ⊆ O(K) and K1 ⊆ K2 ⇒ O(K1) ⊆ O(K2), that is, we obtain a new 
operator with the same properties. We also obtain that the composition of operators 
is  associative and preserves the order ⊆. 

 So, the operators HS, SP, HP and HPs verify the axioms for closure  
operators. 

 For the condition of idempotence we can use other relations (for example if 
we accept that SH ≤ HS, then (HS)2 = (HS)(HS) =  H(SH)H ≤ H(HS)S = HHSS 
= HS and on the other hand   HS = (HI)(IS) ≤ (HS)(HS) = (HS)2, so it is suffice to 
prove inequalities of the form SH ≤ HS (the others  are analogous). 

 We have to prove for example that PH ≤ HP.   
 For this, let K be a class of algebras of the same type and A ∈ K. Then 

∏
∈Ii

iA
f
≈  A, with Ai ∈ H(K) for every i ∈ I. By the choice axiom we can find        

Bi ∈ K and onto morphisms fi : Bi → Ai for any i ∈ I.   
 Then we have the onto morphism g: ∏

∈Ii
iB  → ∏

∈Ii
iA defined by            

g((bi)i∈I ) = (fi(bi))i∈I. Since f ∘ g: ∏
∈Ii

iB  → A is onto morphism, we deduce that      

A ∈ HP(K).  ∎ 
 

 Definition 3.5.3. A non-empty class K of algebras of the same type is 
called a variety if it is closed under the operators H, S and P (that is,               
H(K) ⊆ K, S(K) ⊆ K and P(K) ⊆ K). 

  
 If K is a class of algebras of the same type, by V(K) we denote the smallest 

variety containing K; we say that V(K) is the variety generated by K (if K contains 
only an algebra A or a finite numbers A1, ..., An of algebras we write V(A) or        
V(A1, ..., An) for V(K)).  

 So, we obtain a new operator V. 
  

Theorem 3.5.4. (Tarski). V = HSP. 
 

 Proof. By Lemma 3.5.2 we deduce that HHSP = SHSP = PHSP = HSP, 
hence   HSP(K) is a variety which contains K for every K. On the other hand if V  
is a variety which contains K, then HSP(K) ⊆ HSP(V ) = V , hence HSP(K) is 
the smallest variety which contains K, that is, HSP = V.  ∎ 
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 More  algebras which will be studied in this book form varieties. Others 

don’t form varieties (as an example we have the algebraic lattices which are not 
closely related to H or S). 

 The following result will be very useful in the study of varieties, and it is 
easy to prove it. 
 

 Proposition 3.5.5. Let K be a class of algebras of some type and A an 
algebra of the same type. Then  

 (i) A ∈ SP(K) ⇔ there is a family of congruence (θi)i∈I on A such that  
A

Ii
i ∆=

∈
Iθ  and A / θi ∈ S(K) for every i ∈ I; 

 (ii) A ∈ HSP(K) ⇔ there is an algebra, the congruence (θi)i∈I and θ  on 
B such that B / θ ≈ A, θ ≥ I

Ii
i

∈
θ and B/θi∈S(K) for every i∈I.  

  
 Remark 5.6. From the above, we deduce that the operators I, H, S and P  

generate an ordered monoid whose structure was determined in 1972 by D. Pigozzi 
[On some operations on classes of algebras, Algebra Universalis 2, 1972, 346-353] 
and have the following Hasse diagram 

 

 
 
 
 3. 6. Free algebras  

 
 Let K be a class of algebras of the same type τ.   

 
 Definition 3.6.1. An algebra A ∈ K is said to be free over K if there is a 

set X ⊆ A such that:  

HSP 

SHPS 

SPHS 
SHP 

SPH PHS 

HPS 

HP 

PSH SP HP 

SH 
PH 

PS 

P S H 

I 
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 (i) [X] = A;  
   (ii) If B ∈ K and f : X → B is a function, then there is a morphism       

fʹ : A → B such that f is the restriction of fʹ to X (that is, fʹ| X = f).  
 In this case the set X is said to  freely generate A and it is called a free 

generating set. 
 Note that by Lemma 3.1.11, fʹ from the above definition is uniquely 

determined. 
 
  Lemma 3.6.2. If A is free over K, then A is free and over HSP(K). 

 
 Proof. It will suffice to prove that if A is free over K, then A is free over    

H(K), S(K) and P(K). We shall prove for example for H(K) (for the other it is 
similar). 

 Let now B ∈ H(K) and f : X → B be a function. 
   Since B ∈ H(K) there is C ∈ K and a surjective morphism s : C → B (so, 

we have sʹ : B → C such that s ∘ sʹ = 1B). 
 

 
 Since A is free over K, [X] = A and there is a morphism fʹ : A → C such 

that fʹ| X = sʹ ∘ f. If we denote fʹʹ = s ∘ fʹ, then fʹʹ| X = f (since for every x ∈ X,       
fʹʹ(x) = s(fʹ(x)) = s(sʹ(f(x))) = (s ∘ sʹ)(f(x)) = f(x)).  ∎ 
 

 Lemma 3.6.3. If Ai is free in K over Xi (i = 1, 2) and |X1| = |X2| then        
A1 ≈ A2. 
 

 Proof . Let f : X1 → X2 be a bijection. There are the morphisms                   
fʹ : A1 → A2 and fʹʹ : A2 → A1 such that ff X =′

1
 and 1

2

−=′′ ff
X

.    

 We deduce that fʹʹ ∘ fʹ extends 
1

11
Xff =− o ; since 

1
1A also extend 

1
1X  

we deduce that 
1

1Aff =′′′ o . 

 Analogous 
2

1Aff =′′′ o , hence A1 ≈ A2.  ∎ 

A 

B 

X 

fʹ 

⊆ 

fʹʹ 
f 

s 

sʹ 

C 
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 Following Lemma 3.6.3, an algebra A which is free over K is determined 

up to an isomorphism by the cardinality of any free generating set.  
 
   Definition 3.6.4. For every cardinal α, we pick any of the isomorphic 

copies of a free algebra over K with α free generators and call it the             
free K-algebra on α free generators and denote it by FK(α) or if the free 
generating set X is specified, by FK(X) (with | X | = α). 

 
   In [2, p.19] it is proved the following very important result: 
 

             Theorem 3.6.5. If K is a non-trivial variety, then FK(α) exists for each  
cardinal α > 0. 
 

   More algebras presented in this book are defined by the so called identities 
or equations; is the case of  semilattices, lattices, Boolean algebras and in Chapter 
5  we will present Heyting,Hilbert, Hertz, residuated lattices and Wajsberg algebras 
(for suplimentary information relative to the notions of identity or equation  we 
recommend ,to the reader, the books  [2], [11] and [58]). 

 
   In [2], [11] and [58] it is proved the followings results: 

 
 Proposition 3.6.6. If all algebras from a similar class K of algebras 

satisfies an identity, then every algebras from the variety generated by K 
satisfies  that identity. 
 

 Corollary 3.6.7. If all subdirectly irreducible algebras from a variety K  
satisfy a identity, then every algebra from K satisfies that identity. 
 

Theorem 3.6.8. (Birkhoff). A class K of similar algebras is a variety iff 
there is a set Ω of identities such that K is exactly the class of algebras that  
satisfies all the identities in Ω. 
 

Corollary 3.6.9. Let K be a class of similar algebras and let Ω be a set 
of identities which are satisfied by every member of K. Then an algebra A is a 
member of the variety generated by K iff A satisfies every identity in Ω. 
 

Remark 3.6.10. In some books of Universal Algebra (following Theorem 
3.6.8) varieties are also called equational classes.  
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CHAPTER 4: TOPICS ON THE THEORY OF CATEGORIES 

 
The notion of category and functor was introduced in an explicit way 

by   S. Eilenberg and S. Mac Lane in 1945 (starting from the study of some 
constructions of objects in mathematics and for giving a precise sense for 
the notion of duality). 

Till now, the general methods of the theory of categories are found in 
almost all branches of mathematics, so we can really say that the modern 
mathematics is in fact the study of some particular categories and functors. 

 
4.1. The notion of a category. Examples. Subcategory. Dual 

category. Duality principle. Product of categories 
 
Definition 4.1.1. We say that we have a category C if we have a 

class  Ob(C), whose elements are called objects in C and for each 
ordered pair      (M, N) of objects from C is given a set C(M, N), empty 
possible (called the set of morphisms of M to N), such that:  

(i) For every ordered triple (M, N, P) of objects from C is given a 
function  C(M, N) × C(N, P) → C(M, P), (f, g) → g∘f called the 
composition of  morphisms; 

(ii) The composition of morphisms is associative (i.e., for each                 
M, N, P, Q objects from C and f ∈ C(M, N),  g ∈ C(N, P),  h ∈ C(P, Q), 
then             h ∘ (g ∘ f) = (h ∘ g) ∘ f ); 

(iii) For every object M from C, there is an element 1M ∈ C(M, M) 
(called the identity morphism or identity of M) such that for every 
objects       N, P from C and f ∈ C(M, N),  g ∈ C(P, M) we have f  ∘ 1M = 
f and 1M ∘ g = g; 

(iv) If the ordered pairs (M, N) and (Mʹ, Nʹ) of objects are distinct, 
then   C(M, N) ∩ C(Mʹ, Nʹ) = Ø.  
 

Remark 4.1.2. (i). We will frequently  write M ∈ C instead of M ∈ 
Ob(C); if   f ∈ C(M, N), we will frequently use the notation f : M → N or 

NM f→ .  
In this case, M is called the domain of f and N the codomain of f. 
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A category C is called small if Ob(C) is a set (for complete 
information about the notions of  set and class we recommend to reader the 
book [79]). 

(ii). For M ∈ C, 1M : M → M is unique in condition of (iii). Indeed, if       
1ʹM : M → M is another identity morphism of M, then we have 1M ° 1ʹM = 
1ʹM  and 1M ° 1ʹM = 1M, hence 1ʹM = 1M. 
 

Examples 
1. The category Set (of sets). The objects of  Set are the class of all 

sets. 
For M, N ∈ Set, Set(M, N) = {f : M → N} and the composition of 

morphisms in Set is the usual compositions of functions.  
For X ∈ Set, the  function 1X : X  →  X, 1X(x) = x for every x ∈ X 

plays the role of identity morphism of X. 
2. The category Pre (of preordered sets). The objects of Pre are the 

preordered sets. For (A, ≤), (Aʹ, ≤ʹ ) ∈ Pre, Pre((A, ≤), (Aʹ, ≤ ʹ)) =                        
{ f : A → Aʹ : x ≤ y  ⇒ f (x) ≤ʹ f (y)} and the composition of morphisms in       
Pre (also called  isotone maps) is the usual compositions of function (see 
Chapter 2).  

For (X, ≤) ∈ Pre, the function 1X : X  →  X, 1X(x) = x for every x ∈ 
X plays the role of identity morphism of X. 

3. The category Gr (of  groups). The objects of Gr are the groups and 
for  H, K ∈ Gr, Gr(H, K) = {f : H → K : f is a morphism of groups}, and 
the composition of morphisms in Gr is the usual composition of functions. 
For G ∈ Gr   the function 1G : G  →  G, 1G(x) = x for every x ∈ G plays the 
role of identity morphism  of G (see [31]). 

4. The category Rg (of unitary rings). The objects of Rg are the rings 
with identity, for B ∈ Rg, Rg(A, B) = {f : A → B : f is morphism of unitary 
rings}, the composition of morphisms in Rg is the usual composition of 
functions  and for a  unitary ring A the function 1A : A  →  A,  1A(x) = x for 
every  x ∈ A plays the role of identity of A (see [31]). 

5. The category Top (of topological spaces). The objects of Top are 
the topological spaces, the morphisms are the continuous functions and the 
composition of morphisms in Top is the usual composition of functions.  

For (X, τ) ∈ Top, the map 1X : X  →  X, 1X(x) = x  for every x ∈ X 
plays the role of identity morphism of X. 
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6. The category Mods(A) (of left–modules over the unitary ring A). 
The objects of Mods(A) are the  left A–modules over a unitary ring A, 

the morphisms are the A-linear maps and the composition of morphisms in 
Mods(A)   is the usual composition of functions.  

For M ∈ Mods(A), the function 1M : M  →  M, 1M(x) = x for every x 
∈ M plays the role of identity of M (see [31]). 

 Similarly we define the category Modd(A) of right modules over the 
unitary ring A. 

7. Let A be a unitary ring. We define a new category A by:                    
Ob(A) = {A} and A(Α, Α) = A. The composition of morphisms in A is the 
multiplication on A and the identity of the ring A plays the role of  identity 
of A. 

8. Let Cτ be a class (equational) of algebras of  type τ. The category 
whose objects are the algebras from  Cτ and for A, B ∈ Cτ, Cτ(A, B) is the 
set of all morphisms of algebras of type τ from A to B, is called the category 
(equational)  of algebras of type τ (see Chapter 3). 

 
Definition 4.1.3. Let C be a category. A subcategory of  C is a new  

category Cʹ which satisfies the following conditions:  
(i)      Ob(Cʹ) ⊆ Ob(C); 
(ii)     If M, N ∈ Cʹ, then Cʹ(M, N) ⊆ C(M, N);  
(iii)  The composition of morphisms in Cʹ is the restriction of the 

composition of morphisms in C; 
(iv)    If M ∈Cʹ, then 1M (in Cʹ) coincides with 1M (in C). 
 
A subcategory Cʹ of C with the property that for every M, N∈Cʹ,      

Cʹ(M, N) = C(M, N) is called a full subcategory. 
 

Examples 
1. If we denote by Ab the category whose objects are the abelian 

groups, then Ab is in canonical way a full subcategory of Gr. 
2. If we denote by Ord the category whose objects are the ordered 

sets, then  Ord is in canonical way a full subcategory of Pre. 
3. Let L be the category of lattices (whose objects are all lattices and 

for two lattices L, Lʹ, L(L, Lʹ) = {f : L → Lʹ : f is a morphism of lattices} - 
see Chapter 2).  Then in canonical way L becomes a subcategory of Ord. 
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If we denote by L(0, 1) the category of bounded lattices (see Chapter 
2)  and for L, Lʹ∈ L(0, 1), L(0, 1) (L, Lʹ) = {f ∈ L(L, Lʹ) : f(0) = 0 and f(1) 
= 1}, then L(0, 1)  become a subcategory of L. 

4. If we denote by Ld(0, 1) the category of bounded distributive 
lattices (whose objects are the bounded distributive lattices and the 
morphisms are defined as in the case of L(0, 1)), then Ld(0, 1) becomes a 
full subcategory of L(0, 1) (see Chapter 2, §3). 

5. If we denote by Fd the category of fields, then Fd becomes in a 
canonical way a subcategory of  Rg. 
 

Definition 4.1.4. Let C be a category. We define a new category C0 
(called the dual category of C) in the following way: Ob(C0) = Ob(C) 
and for            M, N ∈ C0, C0(M, N) = C(N, M). The composition of 
morphisms  is defined as follows: if PNM gf →→  are morphisms in 
C0, then g ∗ f = f∘g (we denoted by   “∗” the loin of composition in C0). 
Clearly (C0)0 = C. 

 
Assigning  each category C  with its dual category C0 enables us to 

dualize each notion or statement concerning a category C into a 
corresponding notion or statement concerning the dual category C0. Thus 
we get the following duality principle: 

Let P be a notion or statement about categories; then there is a 
dual notion or statement P0 (called the dual of P) about categories. 

 
          In general, the characterization of the dual for a category proves to be 
a very complicated thing. 

 
Let (Ci )i∈I be a family of indexed categories (I ≠ ∅). 
We define a new category C in the following way: 
An object of C is a family (Mi)i∈I of objects, indexed by I, where Mi ∈ 

Ci,  for every i∈I. If M = (Mi)i∈I, N = (Ni)i∈I are two objects in C, then we 
define    C(M, N) = ∏

∈Ii
iii NMC ),( . 

If we have P = (Pi)i∈I ∈ C and f = (fi)i∈I ∈ C(M, N),  g = (gi)i∈I ∈ 
C(N, P), then we define the composition g∘f = (gi ∘ fi )i∈I. 

 
Definition 4.1.5. The category C defined above is called the direct 

product   of the family of categories (Ci)i∈I; we write C = ∏
∈Ii

iC . 
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If I = {1, 2, …, n} we write nCCC ××= ...1 . 
 
 

4.2. Special morphisms and objects in a category. The kernel 
(equalizer) and cokernel (coequalizer) for a couple of morphisms 

 
 
 
Definition 4.2.1. Let C be a category and u : M → N a morphism 

in C. The morphism u is called monomorphism (epimorphism) in C, if 
for every      P ∈ C and f, g ∈ C(P, M) (respective f, g ∈ C(N, P)), from u 
∘ f = u ∘ g  (respective f ∘ u = g ∘ u) implies f = g. 

We say that u is bimorphism if it is both monomorphism and 
epimorphism. 
 

Remark 4.2.2. From Definition 4.2.1 we deduce that the morphism 
u is  epimorphism in C iff u is a monomorphism in C0. 
 

Definition 4.2.3. We say that a morphism u : M → N from 
category C is an isomorphism if there is v : N → M a morphism such 
that v∘ u = 1M and      u ∘ v = 1N; in this case we say that the objects M 
and N are isomorphic (we write M ≈ N). 
 

Remark 4.2.4.  
 
(i). If v, vʹ:N→M verify both conditions of Definition 4.2.3, then v = 

vʹ.   
Indeed, we have the equalities (v∘u)∘vʹ = 1M ∘vʹ = vʹ and                   

(v∘u)∘vʹ = v∘(u∘vʹ) = v∘1N  = v, hence v = vʹ.   
If such v exists, we say that v is the inverse of u and we write v = u-1. 
(ii). If Cʹ is a subcategory of C and u is a monomorphism 

(epimorphism) in  Cʹ, it doesn’t follow that u is a monomorphism 
(epimorphism) in C. 

Indeed, let f : X → Y a morphism in C which is not a monomorphism 
or epimorphism in C, and Cʹ the subcategory of C whose objects are X and 
Y and whose morphisms are 1X, 1Y and u. Clearly, u is a bimorphism in Cʹ, 
but is not  a bimorphism in C. 
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(iii). It is immediate that every isomorphism is bimorphism, but the 
converse is not true.  
           An example is offered by category Top. Indeed, let X be a set which 
contains at least two elements and 1X : X → X the identity function of X in 
Set. If we consider the codomain of 1X equipped with the  rough topology 
(Ø and X are all clopen’s) and its domain with the discrete topology (for 
which all subsets of X are open sets), then 1X becomes a bimorphism in Top 
which is not isomorphism.  Indeed, if by contrary 1X is an isomorphism, 
then (1X)-1 = 1X which is not a continuous map from X (equipped with the 
rough topology) to X (equipped with the discrete topology). 

In fact, the isomorphisms in Top are just the homeomorphisms of 
topological spaces. 
 

Definition 4.2.5. A category C with the property that every 
bimorphism  is isomorphism is called balanced (or perfect). 

 
Following the above we deduce that the category Top is not balanced. 

 
Definition 4.2.6. Let u : M → N a morphism in a category C. A 

section (or right inverse) for u is a morphism v : N → M such that u∘v = 
1N. A  retraction  (or left inverse) of u is a morphism w : N → M such 
that w∘u = 1M. 
 

Proposition 4.2.7. Let PNM gf →→  be two morphisms in the 
category C. Then:  

(i) If f has a section (retraction), then f is epimorphism 
(monomorphism); 

(ii) If f and g are monomorphisms (epimorphisms), then g∘f is  
monomorphism (epimorphism); 

(iii)  If g∘f  is a monomorphism (epimorphism), then f (respective 
g) is a monomorphism (respective epimorphism); 

(iv)  If f and g are isomorphisms, then g∘f is also an isomorphism 
and  (g∘f) -1 = f -1 ∘ g -1; 

(v)  If f and g have sections (retractions), then g∘f have section 
(retraction); 

(vi) If g∘f has a section (retraction), then g has a section (f has a 
retraction); 
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(vii) A monomorphism (epimorphism) is a isomorphism iff it has a  
section (retraction); 

(viii) If g∘f is an isomorphism, then g has a section and f has a 
retraction; 

(ix)   A bimorphism  which has a section (retraction) is a 
isomorphism. 
 

Proof. (i). We suppose that f has a section; then there is h : N → M 
such that f ∘ h = 1N.   

Let now r, s : N → P such that r∘f = s∘f; we deduce that (r∘f)∘h = 
(s∘f)∘h  ⇔ r∘(f∘h) = s∘(f∘h) ⇒ r∘1N = s∘1N ⇒ r = s, hence f is 
epimorphism. Analogous  we prove that if f has a retraction, then f is a 
monomorphism. 

(ii). Suppose that f and g are monomorphisms and let r, s : Q → M 
such that  (g∘f)∘r = (g∘f)∘s. Then g∘(f∘r) = g∘(f∘s); since g is a 
monomorphism ⇒             f∘r = f∘s ⇒ r = s (since f is a monomorphism). 
So, we deduce that g∘f is  a monomorphism. Analogous we prove that if f 
and g are epimorphisms, then g∘f is  an epimorphism. 

(iii) - (ix). Analogous.  n 
 
           Applications  
 

1. In the category Set the monomorphisms (epimorphisms, 
isomorphisms) are exactly the injective (surjective, bijective) functions – see 
Propositions 1.3.7, 1.3.8  and Corollary 1.3.9. 

2. In the category Gr of groups, also, the monomorphisms 
(epimorphisms, isomorphisms) are exactly the injective (surjective, 
bijective) morphisms of groups (see [31]). So, Gr is a balanced category. 

Let now a proof of Eilenberg for the characterization of the 
epimorphisms in Gr. 

Clearly , every surjective morphism of groups is an epimorphism in 
Gr. 

Conversely, suppose that  G , G׳ are groups, f:G→G׳ is a morphism of 
groups with the property that  for every group  G׳׳ and every morphism of 
groups α, β: G׳→G׳׳, if  α∘f=β∘f , then  α=β (that is , f is an epimorphism in 
Gr) and let’s show that f  is a surjective function.Let  H=f(G)≤G׳ and 
suppose by contrary that  H≠G׳. If  [G׳:H]=2, then H⊴G׳, and if we consider 
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G׳׳=G׳/H, α = pH : G׳→G׳׳ the surjective canonical morphism and β : 
G׳→G׳׳ the nullary morphism, then  α∘f=β∘f  but α ≠ β - a contradiction !. 
           Suppose that [G׳:H]>2 and let T= (G׳/H)d the right classes set of  G׳ relative 
to H and G׳׳ = ( )∑ ′G - the permutations group of  G׳.  
           We will also construct  in this case two morphisms of groups α, β: G׳→G׳׳ , 
such that  α ≠ β but  α∘f=β∘f, in contradiction with  f  is an epimorphism.  

Let α : G׳→G׳׳= ( )∑ ′G  the Cayley morphism, (that is ,α(x)=θx, with         

θx : G׳→G׳, θx (y)=xy, for every x, y∈G׳).  
For the construction of  β, let  π : G׳→T the canonical surjection, (that is , 

π(x)=Hx≝ x̂ , for every x∈G׳ ) and  s : T→G׳  a section of  π (then  π∘s=1T , hence 
( ) xxs ˆˆ ∈ , for every  x̂∈T). 

Since  |T|=|G׳:H|≥3, there exists a permutation  σ : T→T such that ( ) ee ˆˆ =σ  
and σ≠1T. If x∈G, since  ( ) xxs ˆˆ ∈ ⇒ ( ) 1ˆ −xxs ∈H. 

We define τ:G׳→H by τ(x)= ( ) 1ˆ −xxs ,for every x∈G׳.Then λ:G׳→G׳, 
λ(x)=τ(x)·s ( )( ) ( ) ( )( )xsxxsx ˆˆˆ 1 σσ −=  for every  x∈G׳  is a permutation of  G׳ (hence  

λ∈G׳׳). 
 Indeed , if  x, y∈G׳  and  λ(x)=λ(y), then  
(1)  ( ) ( )( )xsxxs ˆˆ 1 σ− = ( ) ( )( )ysyys ˆˆ 1 σ− .  

Since ( ) 1ˆ −xxs , ( ) 1ˆ −yys ∈H⇒ ( )( ) ( )( )
∧∧

= ysxs ˆˆ σσ ⇒(π∘s)(σ( x̂ ))= 
(π∘s)(σ( ŷ ))⇒ σ( x̂ )=σ( ŷ )⇒ x̂ = ŷ  and by  (1) we deduce that  x=y. 

Let now  y∈G׳; there exists  ẑ∈T  such that  ŷ =σ( ẑ ). Since ( ) yys ˆˆ ∈ =Hy 
, then there exists h∈H such that ( ) hyys =ˆ .If denote ( )zsx ˆ1 =  and  x=h-1x1, then  
(since 1x̂x =)  because 1

1
−xx =h∈H)  we have  

λx= ( ) ( )( )xsxxs ˆˆ 1 σ− = ( ) ( )( ) =−−
1

1
11

1 ˆˆ xsxsxh σ ( ) ( )( ) =−− zsxsxh ˆˆ 1
11

1 σ  
= ( ) ( ) =−− ysxsxh ˆˆ 1

11
1 ( ) hyxsxh 1

11
1 ˆ −− .Since ( ) zxzzsx ˆˆ,ˆˆ 11 =∈=  and 

( ) ( ) 11 ˆˆ xzsxs == , then λ(x)= yhyxxh =−− 1
11

1 , hence  λ is surjective, that is , λ∈G׳׳. 
We define  β : G׳→G׳׳ = ( )∑ ′G  by  β(x)=λ-1∘α(x)∘λ for every  x∈G׳. 

Obviously  β is a morphism of groups.We have  α ≠ β because if  α=β,then  
α(x)∘λ=λ∘α(x),for every x∈G׳⇔ (α(x)∘λ)(y)=(λ∘α(x))(y) for every y∈G׳⇔ 
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xλ(y)=λ(xy) for every y∈G׳⇔ ( ) ( )( ) 





















=

∧−∧
− xysxyxysysyxys σσ

1
1 ˆˆ , for every 

y∈G׳ ⇔ ( ) ( )( ) 





















=

∧−∧
− xysxysysys σσ

1
1 ˆˆ  for every  y∈G׳. 

 For  x=y-1 we obtain that 
( ) ( )( ) ( ) ( )( ) ( ) ( ) eesesesesysys === −−− ˆˆˆˆˆˆ 111 σσ ,hence  ( ) ( )( )ysys ˆˆ σ= .Since s is 

injective we deduce that  ( )yy ˆˆ σ=  , that is , σ = 1T   -  a contradiction !. Hence α ≠ 
β.  

Let’s show that α∘f=β∘f , a contradiction , hence we will deduce  that  f  is 
surjective.  

Indeed, α∘f=β∘f⇔(α∘f)x=(β∘f)x, for every x∈G ⇔α(f(x))=β(f(x)), for 
every x∈G ⇔ ( ) ( )( ) λαλθ oo xfxf

1−= , for every x∈G⇔ ( ) ( ) λθθλ oo xfxf =  for 

every x∈G⇔  
⇔ ( )( )( ) ( )( )( )yy xfxf λθθλ oo = , for any  x ∈ G  şi  y ∈ G׳  ⇔  

⇔ λ (f (x) y) = f(x) λ(y), for every   x ∈ G   şi  y ∈ G׳  ⇔   

⇔ ( )( )yxfτ s(σ( ( )
∧

yxf ))= ( ) ( ) ( )( )ysyysxf ˆˆ 1 σ− , for any x∈G and y∈G׳ ⇔ 

f(x)ys( ( )
∧

yxf )-1 s(σ( ( )
∧

yxf ))= ( ) ( ) ( )( )ysyysxf ˆˆ 1 σ− , for any x∈G and y∈G׳ ⇔ 

s( ( )
∧

yxf )-1 s(σ( ( )
∧

yxf ))= ( ) ( )( )ysys ˆˆ 1 σ− , for every x∈G and  y∈G׳ which is cleary 

because for  x∈G, f(x)∈f(G)=H, so ( )
∧

yxf = ŷ , for every  y∈G׳. 
 

Remark 4.2.8. There are categories where not all the monomorphisms 
(epimorphisms)  are  injective (surjective) functions. 

Indeed, let Div be the subcategory of Ab of all divisible abelian 
groups (we recall that an aditive group G is called divisible, if for any y ∈ G 
and any natural number n, there is x ∈ G such that y = nx). 

We now consider the abelian divisible groups (Q,+), (Q/Z,+) and 
p:Q→Q/Z  the onto canonical morphism of groups. 
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We have to prove that p is a monomorphism in the category Div (but 
clearly  p is not an injective function). 

Indeed, we consider in Div the diagram ZQQG p
v

u
/→

→
→  such that       

u ≠ v and we have to prove that p∘u ≠ p∘v.   
So, there is a ∈ G such that u(a)-v(a) = r/s ∈ Q*, with s ≠ ±1 (we can 

suppose s ≠ ±1, since if by contrary s = ±1, then if we consider sʹ≠ ±1, there 
is   aʹ∈G such that sʹaʹ=a and thus u(aʹ)-v(aʹ) = r/sʹ). If b ∈ G such that rb = 
a, then  r(u(b)-v(b)) = u(a) - v(a) = r/s, hence p∘u ≠ p∘v, that is, p is a 
monomorphism in Div. 

As a corollary we obtain that Div is not a balanced category. 
We now consider the category Rg of unitary rings the inclusion 

morphism    i : Z → Q. We will prove that i is an epimorphism in Rg (but 
clearly it is not a surjective function). 

Indeed, considering  in Rg the diagram AQZ v

u
i

→
→→  such that         

u∘i = v∘i ⇔ u|Z = v|Z  we will prove that u = v. 
If x = m/n ∈ Q, then u(x) = u(m/n) = mu(1/n) = m[u(n)]−1 (since u is a 

morphism of unitary rings), so v(x) = v(m/n) = m[v(n)]−1; since u(n) = v(n) 
we deduce that  u(x) = v(x), that is, u = v. 
 In [2, p.31], it is proved the following result:  
 

Proposition 4.2.9. Let A be an equational category. Then in A the 
monomorphisms are just the injective morphisms. 

 
Definition 4.2.10. Let C be a category. An object I(F) from C is 

called initial (final), if for every object X ∈ C, C(I, X) (C(X, F)) has only 
one element denoted by αX(ωX). 

An object O from C which is simultaneously initial and final is 
called nullary object. By subobject of an object A ∈ C we understand a 
pair (B, u)  with B ∈ C and u ∈ C(B, A) a monomorphism. 

Two subobjects (B, u), (Bʹ, uʹ) of an object A are called 
isomorphic if there is an isomorphism f∈C(B, Bʹ) such that uʹ∘f = u. 
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Remark 4.2.11. (i). In general, in an  algebraic category C the notions 
of  subobject and subalgebra are different (it is possible as A ∈ C, B ≤ A 
and B ∉ C). 

In  the case of equational categories the two notions are identical. 
(ii). I is the  initial object (F is the final object) in category C iff I0 (F0) 

is the final (initial) object in C0. 
(iii).If we have an initial (final, nullary) object in the category C, this 

is  unique up to an isomorphism. 
Indeed, if I, Iʹ are two initial objects in the category C, then there is a 

unique morphism u : I → Iʹ and a unique morphism v : Iʹ → I. Thus, u∘v = 
1Iʹ and  v∘u = 1I, hence I≈Iʹ. Analogous  for final and nullary objects. 

(iv). If I is an initial object in the category C, then every  morphism u : 
X → I   from C has a section (hence is an epimorphism) and if F is a final 
object, then every morphism v : F → X from C has a retraction (hence  a  
monomorphism). 

(v). If in a category C we have a nullary object O, then for every pair 
(X, Y) of objects of C, C(X, Y) ≠ ∅ (since  C(X, Y) contains  at least the 
composition of the morphisms YOX YX →→ αω denoted by OYX and 
called the nullary morphism from X to Y). Clearly, for every u : Xʹ → X 
and v : Y → Yʹ,            OYX∘u = OYXʹ and v∘ OYX = OYʹX.    

 
Examples 
 
1. In the category Set, the empty set ∅ is the only initial object and 

every set which contain only one element is a final object (clearly, these are 
isomorphic). We deduce that in Set we don’t have nullary objects. 

2. In the category Fd of fields we don’t have initial or final objects. 
 

Definition 4.2.12. A family (Gi)i∈I of objects in a category C is 
called family of generators (cogenerators) of C, if for every X, Y ∈ C 
and                    u, v ∈ C(X, Y), with u ≠ v, there is 

),( XGCf i
Ii

U
∈

∈ ( ),( i
Ii

GYCf U
∈

∈ ) such that     u∘f ≠ v∘f  (f∘u ≠ f∘v). 

If the family of generators (cogenerators) contains only an element G, 
then G is called generator (cogenerator) of C.  

Clearly, the notions of generator and cogenerator are dual. 



Dumitru Buşneag 120

 
Examples 
 
 1. In the category Set every set which contains at least two elements 

is a cogenerator. 
           2. In the category Top, every discret, non-empty topological space, is 
a cogenerator for Top and every topological space containing at least two 
elements with trivial topology is a cogenerator for Top. 
 

Let C be a category and f, g : X → Y a pair of morphisms in C. 
 

Definition 4.2.13. The kernel or equalizer  of a couple of 
morphisms (f, g),  is a pair (K, i), with K ∈ C and i ∈ C(K, X) such that 
: 

(i) f∘i = g∘i; 
(ii) If (Kʹ, iʹ) is another pair which verifies (i), then there is a 

unique morphism u : Kʹ → K such that i∘u = iʹ.    
 
Remark 4.2.14. If the kernel of a couple of morphisms exists, then  it  

is unique up to an isomorphism. 
Indeed, let (Kʹ, iʹ) another kernel for the couple (f, g). Then there are 

athe morphisms u : Kʹ → K and uʹ : K → Kʹ such that iʹ∘uʹ = i. We deduce 
that     i∘u∘uʹ = i and iʹ∘uʹ∘u = iʹ; by the unicity from the definition of 
kernel we deduce that u∘uʹ = 1K and uʹ∘u = 1Kʹ, that is, K≈Kʹ.   

 
         In the case of existence, we denote the kernel of the couple of 
morphisms        (f, g) by Ker(f, g). 

 
The dual notion for kernel is the notion of cokernel for a couple of 

morphisms. 
           In fact, we have:  

Definition 4.2.15. The cokernel or coequalizer of a couple (f, g) of 
morphisms is a pair (p, L) with L ∈ C and p ∈ C(Y, L) such that:  

(i)    p∘f = p∘g; 
(ii)  If (pʹ, Lʹ) is another pair which verifies (i), then there is a 

unique morphism u : L → Lʹ such that u∘p = pʹ.    
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As in the case of kernel, the cokernel of a couple of morphisms (f,g) 

(which will be denoted by Coker(f, g)), if there exists, then it is unique up 
to an isomorphism. 
 

Remark 4.2.16. If Ker(f, g) = (K, i), then i is a monomorphism in C. 
Indeed, let T ∈ C and h, t : T → K morphisms such that i∘h=i∘t= iʹ.  

 
Then f∘iʹ=g∘iʹ and since t is closing the following diagram 

 
 we deduce from Definition 4.2.13 that h = t, hence i is a monomorphism in 
C. 

Dually it is proved that if Coker(f, g) = (p, L), then p is an 
epimorphism in C. 

 
Definition 4.2.17. We say that a category C is a category with 

kernels  (cokernels) if every couple of morphisms in C has a kernel 
(cokernel). 
 

Examples 
 
1. The category Set is a category with kernels and cokernels (see §4 

from Chapter 1). 
2. The category Top is a category with kernels and cokernels. 
Indeed, let f, g : (X, τ) → (Y, σ) a couple of morphisms in Top and 

(K, i)  its kernel in the category Set for the couple f, g : X → Y. 

i f 

g 
X Y 

iʹ 
t h 

T 

K 

i 
X 

iʹ 
t h 

T 

K 
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If K is equipped with the topology τ  induced by the topology τ of X, 
then   i: (K, τ ) → (X, τ) is a continuous function and ((K, τ ), i) = Ker(f, g) 
in Top. 

If (p, L) is a cokernel in Set of couple (f, g) and if on L = Y / R (f, g) 
(see  Remark 1.4.6 from, where R (f, g) is denoted by <ρ>) we consider the  
quotient topology σ , then p : (Y, σ ) → (L, σ ) is continuous function and  
(p, (L, σ )) = Coker(f, g) in Top. 

3. If we denote by Set* the subcategory of Set formed by non-empty 
sets and f, g : X → Y are morphisms in Set* such that {x ∈ X  :  f(x) = 
g(x)} = ∅, we  deduce that in Set* doesn’t exists Ker(f, g). 

4. Let f, g : G → G′ be a couple of morphisms of groups, (K, i) = 
Ker(f, g)  in Set, H the normal subgroup of G′ generated by the elements of 
the form       f(x)(g(x))-1, with x ∈ G (see [31]) and p : Y → G′/H is the 
canonical surjective morphism of groups. Then:  

(i) K ≤ G, and (K, i) = Ker(f, g) in Gr; 
(ii) (p, G′/H) = Coker(f, g) in Gr. 
Conclusion: The category Gr is a category with kernels and 

cokernels. 
Since Gr is a category with nullary object, if f : G → G′ is a 

morphism in Gr, then Ker(f) = Ker(f, OGʹG) = {x ∈ G : f(x) = 0} (0 is the 
neutral element of  G′!). 

5. Let f, g :G → G′ a couple of morphisms in Ab and  h : G → G′,            
h(x) = f(x) g(x)-1, for every x ∈ G (clearly, h is a morphism in Ab). 

Then:  
(i) If K = Ker(h) and i : K → G is the inclusion morphism, then                 

(K, i) = Ker(f, g) in Ab; 
(ii) If H = Im(h) and p : G′ → G′/H is the surjective canonical 

morphism, then   (p, G′ / H) = Coker(f, g) in Ab. 
Conclusion: The category Ab is a category with kernels and 

cokernels. 
6. Let f, g : A → A′ a couple of morphisms in the category Rgc (of 

commutative unitary rings), (K, i) = Ker(f, g) in Set (clearly K is a subring 
of A   and i is a morphism of unitary rings) and a the ideal of A′ generated 
by the elements of the form f(x) - g(x), with x ∈ A. If by p : A′ → A′ / a  we 
denote the canonical surjective morphism, then:  

(i) (K, i) = Ker(f, g) in Rgc;  
(ii) (p, A′ / a) = Coker(f, g) in Rgc. 
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Conclusion: The category Rgc is a category with kernels and 
cokernels. 

The construction of cokernels in Rg is somewhat more complicated; 
in general, cokernels need not exist in the category Fd (see [72,p.51]). 
           7. Let f, g : (X, ≤) → (Y, ≤) be a couple of morphisms in Pre 
(respective  Ord) and (K, i) = Ker(f, g) in Set. 

If the set K will be equiped with the preorder (respective order) 
induced by the order of X, then there is a morphism in Pre and (K, i) = 
Ker(f, g) in Pre (respective  Ord). 

 8. Let f, g : (X, ≤) → (Y, ≤) be a couple of morphisms in Pre 
(respective  Ord) and (p, Z) = Coker(f, g) in Set. 

Then  

(i) If  we consider on Z the preorder relation 
∧
′≤′ yŷ  ⇔ there are 

y0,...,yn-1, yʹ1 , …, yʹn in Y such that yy ˆ0 =
∧

, 
∧∧
′=′ yyn , 

∧∧
=′ ii yy  for 1 ≤ i ≤ n-1 

and y0 ≤ yʹ1 ,    y1 ≤ yʹ2 , …, yn-1 ≤ yʹn, then p:(Y, ≤) → (Z, ≤′) is an isotone 
function and                    (p, Z) =  Coker(f, g) in Pre. 

(ii) If X, Y are ordered sets and Z  is the ordered set associate to Z 
(that is, /ZZ = ∼ where z∼zʹ ⇔ z ≤ zʹ and zʹ ≤ z (see Chapter 2) and pZ : Z 
→ Z  is the isotone canonical surjective function, then (pZ , Z )  = Coker(f, g) 
in Ord. 

Conclusion: The categories Pre and Ord are categories with 
kernels and cokernels. 
 

Remark 4.2.18. If C has a nullary object O and f : X → Y is a 
morphism in  C, we define the kernel of f (denoted by Ker(f)) as Ker(f, 
OYX) (of course, if it  exists!), where, we recall that OYX : X → Y is the 
nullary morphism from X to Y. 

 
 Remark 4.2.19. More general, every equational categorie is a 

category with kernels and cokernels. The details are left for the reader (see 
the case of Set, Chapter 3 and  [72]). 

  
              
 

4.3. Functors. Examples. Remarkable functors. Functorial 
morphisms. Equivalent categories 
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Definition 4.3.1. If C and C′ are two categories, we say that from 
C to C′ is defined a covariant (contravariant) functor F (we write F : C 
→ C′) if:  

(i) For every object X∈C  is defined a unique object F(X)∈C′; 
(ii) For every pair (X, Y) of objects in C and every f∈C(X, Y) is 

defined a unique F(f) ∈ C′(F(X), F(Y)) (F(f) ∈ C′(F(Y), F(X))) such that 
a) F(1X)  = 1F(X)  for every X ∈ C; 
b) For every two morphisms f and g in C for which the 

composition g∘f  is possible, then F(g) ∘ F(f) (F(f) ∘ F(g)) is defined and 
F(g∘f) = F(g) ∘ F(f)    (F(g∘f) = F(f) ∘ F(g)). 
 

Remark 4.3.2. 
(i) If F : C → C′ is a covariant (contravariant) functor, u is a 

morphism in C  and s is a section (retract) of u in C, then F(s) is a section 
(retract) of F(u) in C′. 

In particular, if u is an isomorphism in C, then F(u) is an isomorphism 
in C′   and (F(u))-1 = F(u-1). So, F preserves the morphisms with section 
(retract) and  isomorphisms. Also, F preserves identical morphisms and 
commutative diagrams. 

(ii) To every contravariant functor F : C0 → C′ we can assign a 
covariant functor F  : C → C′, where F (X) = F(X), for every  X ∈ C0 and 
for every           u0 : X → Y in C0 (that is, u : Y →X  in C), F (u0) =  F(u) : 
F(X) → F(Y). Analogous to every contravariant functor F : C → C′0 we can 
assign a covariant  functor F :C → C′. 
 

Examples 
 
1. For every category C, 1C : C → C, defined by 1C(X) = X, for every         

X ∈ C and 1C(u) = u for every morphism u in C, is a covariant functor 
(called the identity functor of C). 

2. More general, if C′ is a subcategory of C, then 1Cʹ,C : Cʹ → C 
defined by: 1Cʹ,C(X) = (X), for every X ∈ C′ and 1Cʹ,C(u) = u for every 
morphism u in C′, is a  covariant functor (called inclusion functor). 

3. If C is a category, then F : C0 × C → Set defined by F(X, Y) = 
C(X, Y)  and if (u, u′) : (X, Y) → (X′, Y′) is a morphism in C0 × C, then                            
F(u, u′) : C(X, Y) → C(X′, Y′) is the function f → u′∘f∘u, is a covariant 
functor (denoted by Hom). 
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4. Let C be a category and A be a fixed object in C. We define the  
functor  hA : C → Set by: if M ∈ C, then hA(M) = C(A, M) and if u : M → 
N is a  morphism in C, then hA(u) : hA(M) → hA(N), hA(u)(f) = u∘f, for 
every f ∈ hA(M).        The functor hA is covariant. 

Analogous we can define the contravariant functor hA : C → Set by:    
hA(M) = C(M, A), for every M ∈ C and for u : M → N a morphism in C,               
hA(u) : hA(N) → hA(M), hA(u) (f) = f∘u, for every f ∈ hA(N). 

The functor  hA (hA) is called the functor(cofunctor) associated with 
A. 

 
Definition 4.3.3. If C, C′, C′′ are three categories and F : C → C′,             

G : C′ → C′′ are functors (covariants or contravariants), then we define       
GF : C → C′′ by (GF)(M) = G(F(M)), for every M ∈ C and (GF)(u) = 
G(F(u))  for every morphism u in C. So, we obtain a new functor GF 
from C to C′′  called the composition of G with F. Clearly, if F and G 
are covariants (contravariants), then GF is covariant, when if F is 
covariant and G is  contravariant (or conversley), then GF is 
contravariant. 
 

Definition 4.3.4. Let C, C′ be two categories and F, G : C → C′ be 
two  covariants (contravariants) functors. We say that  a functorial  
morphism ϕ is given from F to G (we write ϕ : F → G or GF →ϕ ), if 
for every     M ∈ C we have a morphism ϕ(M) : F(M)→ G(M) such that 
for every morphism        u : M → N in C, the diagrams 

 
 

 

 

 

F (N) G (N) 

G (M) F (M) 

G (u) 

ϕ(M) 

ϕ(N) 

F(u) 

F (M) G (M) 

G (N) F (N) 

G (u) 

ϕ(N) 

ϕ(M) 

F(u) 
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are commutative. We write ϕ = (ϕ(M))M∈C and we say that the 
functorial morphism ϕ has the components  ϕ(M), M ∈ C. 

If for every M ∈ C,  ϕ(M) is an isomorphism in C′, we say that ϕ 
is functorial isomorphism from F to G (in this case we say that F and G 
are   isomorphic and we write F ≈ G). 
 

Remark 4.3.5. By 1F : F → F we denote the functorial morphism of 
components 1F(M) = 1F(M) : F(M) → F(M). Clearly, 1F is a functorial 
isomorphism (called the identical functorial morphism of  F). 

 
In this book we will put in evidence other examples of functorial 

morphisms. 
 
Definition 4.3.6. Let F, G, H three covariant functors from the 

category C   to category C′ and HGF →→ ψϕ two functorial 
morphisms. If for every   M ∈ C, we define θ(M) = ψ(M) ∘ ϕ(M), we 
obtain in this way a functorial  morphism θ (denoted by ψ∘ϕ) called the 
composition of functorial morphisms  ψ and ϕ.  

Analogous we can define the composition of two functorial 
morphisms if F, G and H are contravariants. 
 

Proposition 4.3.7. Let F, G two covariant (contravariant) functors 
from the category C to the category C′ and GF →ϕ   a functorial 
morphism. Then  ϕ is functorial isomorphism iff there is FG →ψ  a 
functorial morphism  such that ψ ∘ ϕ = 1F and ϕ ∘ ψ = 1G (in this case 
we write ψ = ϕ−1). 
 

Proof. Suppose that ϕ is a functorial isomorphism. Then, if M ∈ C,        
ϕ(M) : F(M) → G(M) is an isomorphism in C′, hence we can consider the  
morphism ψ(M) = (ϕ(M))-1 :G(M) →F(M). The family {ψ(M)}Μ∈ C of 
morphisms  determine a functorial morphism ψ : G → F. 

Indeed, let u : M → N be a morphism in category C. We have the 
following commutative diagram: 
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hence ϕ(N)∘F(u) = G(u)∘ϕ(M), so we obtain F(u)∘ϕ(M)-1 = ϕ(N)-1 ∘G(u) 
or         F(u)∘ψ(M) = ψ(N)∘G(u), which imply that ψ is a functorial 
morphism; clearly  ψ∘ϕ = 1F and ϕ∘ψ = 1G. 

The converse assertion  is clear.  n 
 

Definition 4.3.8. Let C, C′ be two categories and F : C → C′ be a  
covariant functor. We say that : 

(i)  F is faithful (full) if for every X, Y∈ C, the function  F(X, Y) :     
C(X, Y) → C′(X, Y) is injective (surjective); 

(ii)  F is monofunctor  (or embedding) if for every X, Y ∈ C such 
that F(X) = F(Y), then   X = Y; 

(iii) F is epifunctor if for every X′∈C′ there is X ∈C such that F(X) 
= X′; 

(iv) F is bijective, if it is simultaneously monofunctor and 
epifunctor; 

(v)  F  is representative  if for every Y∈ C′ there is an object  X ∈ 
C such that  F(X) ≈ Y ; 

(vi) F is conservative if from F(f) is an isomorphism in C′, then we 
deduce that f is an isomorphism in C; 

(vii) F is an equivalence of categories if there is a covariant functor        
G : C′ → C such that GF ≈ 1C and FG ≈ 1C′; in this case we say that the 
categories C and C′ are equivalent  and that F and G is  quasi-inverse 
one for another. 

(viii) F is called an isomorphism of categories  if F is an 
equivalence which produces a bijection between the objects of C 
 and C′ (i.e, F is bijective) 
 

Remark 4.3.9. 

F (M) G (M) 

G (N) F (N) 

F (u) G (u) 

ϕ(N) 

ϕ(M) 
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(i). Let F : C → C′ be a covariant functor, X, Y ∈ Ob(C),  f ∈C(X, 

Y) and   g ∈ C(Y, X). Then:  
a) If F is faithful, F(g) is a section (retract) of  F(f) iff g is a section 

(retract) of   f; 
b) If F is faithful and full, f has a section (retract) iff F(f) has a section 

(retract). 
Indeed, if g is a section of f (that is, f∘g = 1Y), then F(f) ∘ F(g) = 

F(f∘g) =   F(1Y) = 1F(Y), hence F(g) is a section of F(f). Conversely, if F(g) is 
a section of F(f)  (that is, F(f) ∘ F(g) = 1F(Y)), then F(f∘g) = F(1Y), hence f∘g 
= 1Y (since F is faithful).  The rest is proved analogously. 

(ii). From the above remark, we deduce that every faithful and full 
functor is  conservative. 

(iii). Every isomorphism of categories is an equivalence of categories, 
but conversely it is not true. 

 
Theorem 4.3.10. Let C, C′ be two categories and F : C → C′ be a  

covariant functor. The following assertions are equivalent: 
(i)  F is an equivalence of categories; 
(ii) F is  faithful, full and representative. 

 
Proof. ([62]). (i) ⇒ (ii). We suppose that F is an equivalence of 

categories, hence there is a covariant functor G : C′ → C such that CGF 1
ϕ
≈  

and '1CFG
ψ
≈ . Let now M, N ∈ C; we will prove that the function C(M, N) 

→ C′(F(M), F(N)),          f → F(f) is a bijection.   
So, let f, f ′ ∈ C(M, N) such that F(f) = F(f ′). 
From the hypothesis we have two functorial isomorphisms ϕ : GF 

→1C and     ψ : FG →1C′.   
The pair of morphisms f, f′ induces a pair of morphisms   
 

)()(
)(

)(

NFMF
fF

fF

 →
 →

′

and ))(())((
))((

))((

NFGMFG
fFG

fFG

 →
 →

′

. 

 
Since F(f) = F(f′), then G(F(f)) = G(F(f′)). 

 
Consider the following commutative diagram: 
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From f ∘ϕ(M) = ϕ(N) ∘ (GF)(f) and f ′ ∘ϕ(M) = ϕ(N)∘(GF)(f′) and 

from the fact that ϕ is a functorial isomorphism (hence all his components 
are isomorphisms), we deduce that f = f′, hence F is faithful. 

To prove that F is full, let f′ ∈ C′(F(M), F(N)). 
Then G(f′) : G(F(M)) → G(F(N)) and we consider the diagram:  
 

 
 
We define f ∈ C(M, N) by f = ϕ(N) ∘ G(f′) ∘ ϕ(M)-1 (this is possible 

because ϕ(M) is an isomorphism). 
We have to prove that F(f) = f′. From the equalities f∘ϕ(M) = 

ϕ(N)∘(GF)(f)  and f∘ϕ(M) = ϕ(N)∘G(f′), we deduce that ϕ(N)∘(GF)(f) = 
ϕ(N)∘G(f′) ⇔    G(F(f)) = G(f′). Since G is an equivalence of categories we 
deduce (as before)   that G is a faithful functor, that is, F(f) = f′. 

So, we proved that F is faithful and full. 

(GF) (M) M 

N (GF) (N) 

G (f ʹ) f 

ϕ(N) 

ϕ(M) 

(GF) (M) M 

N (GF) (N) 

(M) 

(N) ϕ 

ϕ 

f ʹ f (GF) (f) (GF) (f ʹ) 
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To prove this implication completely, let X′ ∈ C′ and denote X = 

G(X′).  We have F(X) = F(G(X′)) = (FG)(X′) 
)( X ′

≈
ψ

 X′ (since ψ(X′) is an 
isomorphism). 

(ii) ⇒ (i). Firstly, we have to prove that since F is faithful and full 
then from F(X) ≈ F(Y) we deduce that X ≈ Y. Indeed, we have f  : F(X) → 
F(Y) and  g : F(Y) → F(X) such that fg o  = 1F(X) and gf o  = 1F(Y). Since 
the hypothesis F is full, there are f : X → Y and g : Y → X such that F(f) = 
f  and   F(g) = g . From fg o  = 1F(X) we deduce that F(g) ∘ F(f) = 1F(X) ⇒ 

F(g∘f) = F(1X); since F is faithful, we deduce that g∘f = 1X. Analogous we 
deduce that f∘g = 1Y, hence X ≈ Y. 

Let’s pass to the effective proof of implication (ii) ⇒ (i). 
Let Y ∈ C′; by hypothesis there is XY∈C such that Y ≈ F(XY). Since 

the class of morphisms is a set using the axiom of choice we can select an 
isomorphism  ψ(Y) : F(XY) → Y. 

Analogously, if Y′∈C′, then there is an isomorphism ψ(Y′) : F(XY′) 
→ Y′. 

Now let g : Y → Y′ be a morphism in C′ and we consider the diagram 
in C′ 
 

 
 
 

            We define g : F(XY) → F(XY′) by g= ψ(Y′)-1 ∘g∘ ψ(Y). Since F is 

full (by the hypothesis), there is f : XY→ XY′, such that F(f)= g . 
 

We have the following commutative diagram: 
 
 

F (XY ) Y 

Y ʹ F (XYʹ ) 

g 

ψ(Y ʹ) 

ψ(Y) 
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          Define G : C′ → C by G(Y) = XY and G(g) = f and we have to prove 
that G  is a covariant functor, FG ≈ 1C′ and GF ≈ 1C. 

If g′ : Y′ → Y′′ is another morphism in C′, then as before, there is                 
f′ : XY′ → XY′′ such that G(g′) = f′. 

From the diagram 
 

 
 
we deduce that to  g′∘g corresponds F(f′∘f), hence we deduce that                     
G(g′∘g) = f′∘f  = G(g′) ∘ G(g) (since from g ∘ ψ(Y) = ψ(Y′) ∘ F(f) and                  
g′ ∘ ψ(Y′) = ψ (Y′′) ∘ F(f′) there results that (g′∘g) ∘ ψ(Y) = ψ(Y′′) ∘ 
F(f′∘f)).  Since G(1Y) = 1G(Y), we deduce that G is a covariant functor. 

F (XY ) Y 

Y ʹ F (XYʹ ) 

g 

ψ(Y ʹ) 

ψ(Y) 

F (f) 

F (XY ) Y 

Yʹ F (XYʹ ) 

g 

ψ(Yʹ) 

ψ(Y) 

F (f) 

Yʹʹ F (XYʹʹ ) 

gʹ 

ψ(Yʹʹ) 

F (f ʹ) 



Dumitru Buşneag 132

So, FG ≈ 1C′ (since F(G(Y)) = F(XY) and YXF
Y

Y

)(
)(

ψ
≈ ). The fact that 

ψ is  a functorial morphism  results from the study of the above diagram. 
From GF to 1C we construct ϕ in the following way: if X ∈ C, then         

F(X) ∈ C′ and by the hypothesis there is XF∈ C such that F(XF) ≈ F(X). 

According to a previous remark , XX
X

Y

)(ϕ
≈ . It is easy to verify that ϕ 

is a functorial morphism and GF ≈ 1C. So, the proof of theorem is complete.  
n 
 

Remark 4.3.11. In general a functor doesn’t preserve a 
monomorphism or an epimorphism.  

Indeed, let C be a category with at least two distinct objects X and Y 
and a morphism u : X → Y which is not monomorphism or epimorphism in 
C. We consider the subcategory C′ of C which contains as objects only X 
and Y and as morphisms 1X, 1Y and u. We also consider 1Cʹ,C : C′ → C the 
inclusion functor.                    Since u is bimorphism in C′ and in C, 1Cʹ,C(u) 
= u is not monomorphism or epimorphism we obtain the desired conclusion. 

 
Definition 4.3.12. Let C, C′ be two categories and T : C → C′ be a  

contravariant functor. We say that T is a duality of categories, if there is 
a  contravariant functor S : C′ → C such that TS ≈ 1C′ and ST ≈ 1C. 
 

Remark 3.13. Following the above definition, to show that C0 ≈ C′ 
(in  the sense of  Definition  4.3.8, vii), the return to find two contravariant 
functors T:C → C′  and    S : C′ → C such that TS ≈ 1C′ and ST ≈ 1C. 
 

As an application, we will characterize the dual categories for Set, 
Ld(0,1) and B (of Boolean algebras). 

 
          4. 3.1. The dual category of Set 

 
This subparagraph is drawn up after the paper [41]. 
  
Definition 4.3.14. A normal lattice is a bounded and join-complete 

lattice  L which verifies the following axiom: 
(N) For every x, y ∈ L, with x < y, there is an atom z ∈ L such 

that                x < x ∨ z ≤ y. 
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If L, L′ are two normal lattices, f : L → L′ is called a morphism of 
normal lattices, if f ∈ L(0,1)(L, L′) and f(sup A) = sup f(A), for every 
subset A of L. 

 
We denote by Lnr the category of normal lattices. 
 
Theorem 4.3.15. The dual category of Set is equivalent with Lnr 

(i.e.    Set0 ≈ Lnr). 
 

Proof. To prove Set0 ≈ Lnr, it is necessary to construct two 
contravariant functors P : Set → Lnr and a : Lnr → Set (these notations are 
standard) such that aP ≈ 1Set and Pa ≈ 1Lnr. 

For every set X we consider P(X) the power set of X and for every 
function f : X → Y, the function f* : P(Y) → P(X) (see Proposition 1.3.7). It 
is easy to prove that for X ∈ Set, P(X) ∈ Lnr and f* : P(Y) → P(X) is a 
morphism of normal lattices, so we obtain by the assignments X → P(X) 
and  f → f* a contravariant functor P : Set → Lnr. 

To define the contravariant functor a, let L∈Lnr and a(L) be the set 
of all atoms of L. 

We have to prove that sup a(L) = 1. If by contrary sup a(L) < 1, then 
by axiom (N), there is x ∈ a(L) such that sup a(L) < x ∨ sup a(L) ≤ 1, hence 
we deduce that x ∉ a(L) -  which is a contradiction! 

Let f : L → L′ be a morphism in Lnr and we can remark that for every         
y ∈ a(L′) there is a unique element x ∈ a(L) such that y ≤ f(x). 

Indeed, for existence, suppose by contrary that there is y ∈ a(L′) such 
that for every x ∈ a(L), then f(x) < y. In these conditions, we deduce that y 
≤ 1 = f(1) =  f(sup a(L)) = sup f(a(L)); since y ∧ f(x) = 0 for every x ∈ a(L) 
⇒                          y = y ∧ sup f(a(L)) = y ∧ 1 = 0, hence y = 0, which is a 
contradiction. 

Relative to uniqueness, suppose that for every y ∈ a(L′), there are x, 
x′ ∈ a(L),  x ≠ x′ such that y ≤ f(x) and y ≤ f(x′). It is immediate that                                        
y ≤ f(x) ∧ f(x′) = f(x ∧ x′) = f(0) = 0, so y = 0,  which is a contradiction! 

Following the above, we can define a(f) : a(L′) → a(L) by a(f)(y) = x,  
where y ∈ a(L′) and x ∈ a(L) is the unique element with the property that y 
≤ f(x). 



Dumitru Buşneag 134

To prove that a is a contravariant functor, we consider the morphisms 
of normal lattices LLL gf ′′→′→  and we will prove that a(g∘f) = a(f) ∘ 
a(g)  (the equality a(1L) = 1a(L)) is clearly). 

For this, let y ∈ a(L′′) and a(g∘f)(y) = x, where x ∈ L and                             
y ≤ (gf)(x) = g(f(x)). 

We denote a(g)(y) = z (hence z ∈ L′ and y ≤ g(z)). 
If a(f)(z) = x′ (with x′ ∈ L and z ≤ f(x′)), then a(f)(a(g)(y)) = a(f)(z) = 

x′ and since y ≤ g(z) ≤ g(f(x′)) = (g∘f)(x′) we deduce that x = x′, so                            
a(g∘f)(y) = a(f)(a(g)(y)), hence a(g∘f) = a(f)∘a(g). 

So, the assignments L → a(L) and f → a(f) define a contravariant 
functor     a : Lnr → Set. 

To prove that Set0 ≈ Lnr we have to prove the functorial 
isomorphisms     aP ≈ 1Set and Pa ≈ 1Lnr. The isomorphism aP ≈ 1Set is clear 
(since the atoms of  P(X) coincides with the elements of X and if f : X → Y 
is a function, then        a(f*)(x) = f(x) for every x ∈ X, hence (aP)(f) = f). 

To prove the isomorphism Pa ≈1Lnr, we consider the function α : L → 
Pa(L) and β : Pa(L) → L, with L ∈ Lnr, defined in the following way:  for 
y ∈ L, α(y) = {x : x ∈ a(L),  x ≤ y} and if A ∈ Pa(L), then β(A) = sup(A). It 
is easy to see that α and β are morphisms of a normal lattices. 

We have to prove the equalities α∘β = 1Pa(L) and β∘α = 1L. 
For the first equality, let A = {xi : xi ∈ a (L), i ∈ I} and for an atom x 

≤ β (A) = sup(A), x = 0 or x = 
0ix for an i0 ∈ I. 

If we denote yi = x ∧ xi, then yi = 0 for every i ∈ I or  i0 ∈ I, doesn’t 
exist  such that 

0ix = x.    
If yi = 0 for every i ∈ I, we have 0 

= =}{sup i
i

y =∧ }{sup i
i

xx x∧ =}{sup i
i

x  x, which is not true. So, there is i ∈ I 

with x = xi, hence x ∈ A and we obtain the equality (α∘β)(A) = A. 
For y ∈ L, α(y) ≠ 0 and (β∘α)(y) = sup α(y) ≤ y. If we suppose that 

sup (a(L)) < y, then there is an atom x ∈ a(L) such that x ∉ α(y) and sup 
α(y) ∨ x ≤ y,  hence x ≤ y – a contradiction, so (β∘α) (y) = y. Since 
(β∘α)(0) = 0, we deduce that the second equality is true. 

So, the proof is complete.  n 
 

4.3.2. The dual category of Ld(0, 1) 
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For L∈Ld(0,1), we will work in this subparagraph with the filters of  
L for which we have dual result for ideals contained in §4 from Chapter 2, 
and with the way we will use them without presenting for the dual proofs 
for every one.  

So, for L∈Ld(0,1) we denote by FM(L) the set of all maximal filters 
(ultrafilters) of L. 

As in the case of ideals it is immediate to prove that if L∈Ld(0, 1) 
then       jL : L → P(FM(L)), jL(x) = {F ∈ FM(L) : x ∈F} for x ∈ L is a 
monomorphism in  Ld(0,1),that is,injective function and for every x, y ∈ L, 
jL(x ∨ y) = jL(x) ∪ jL(y), jL(x ∧ y) = jL(x) ∩ jL(y), jL(0) = ∅ and  jL(1) = 
FM(L). 
 

Definition 4.3.16. ([70, p.428]).A T0-quasicompact topological 
space is called Stone space if it verifies the following conditions: 

(s1) The compact open sets form a basis of opens; 
(s2) The intersection of two open compacts is also an open 

compact; 
(s3) If D is a set of open compacts with the property of finite 

intersection and F is a closed set such that F∩C ≠ ∅  for every 

C∈D,then F ∩ 








∈
I

DC
C  ≠ ∅ .  

For L ∈ Ld(0,1) we consider FM(L) equiped with the topology τL 
generated by {jL(x)}x∈L (called Stone-Zariski topology). 
           An element of τL will be an union of finite intersections of elements 
from the generating family {jL(x)}x∈L and, since for x1, ... , xn ∈ L,                              
jL(x1) ∩ ... ∩ jL (xn) = jL(x1 ∧ ... ∧ xn) we deduce that an open set in the 
topological space (FM(L), τL) has the form U

Sx
L xj

∈
)( with S ⊆ L. 

 
Theorem 4.3.17. The topological space SL = (FM(L), τL) is a Stone 

space. 
 

Proof. ([70]). The fact that SL is T0 follows from Corollary 2.4.5, by 
dualising the result to the case of filters. 

To prove the compacity of FM(L) let S ⊆ L such that FM(L) = 
U

Sx
L xj

∈
)( .  We will prove that (*) FM(L) = U

](
)(

Sx
L xj

∈
. 



Dumitru Buşneag 136

Since S ⊆ (S], the inclusion FM(L) ⊆ U
](

)(
Sx

L xj
∈

 is clear. Let now   

F∈ U
](

)(
Sx

L xj
∈

; then there is s0 ∈ (S] such that F ∈ jL(s0)  ⇔ s0 ∈ F. Since s0 ∈ 

(S], there are s1, ... , sn ∈ S such that s0 ≤ s1 ∨ ... ∨ sn. Since F is filter and s0 
∈ F we deduce that s1 ∨ ... ∨ sn ∈ F. 

Since F is an ultrafilter, F is prime, so there is 1 ≤ i ≤ n such that                  
si ∈ F  ⇔  F ∈ jL(si) with si ∈ S, hence we obtain the equality (*). 

We will prove that 1 ∈ (S]. 
If 1 ∉ (S], then there is a maximal ideal I such that (S] ⊂ I. The 

complementary set of I will be a prime filter with the property that for every          
s ∈ (S] we have s ∉ I which is in contradiction with relation (*). Hence 
1∈(S], so      1 = s1 ∨...∨ sn with s1, ..., sn ∈ S; thus FM(L) = jL(1) = jL(s1) ∪ 
... ∪ jL(sn), that is,  FM(L) is a compact set. 

Analogously we prove that jL(x) is a compact set for each x ∈ L, so 
we have proved (s1). The condition (s2) follows immediately from the fact 
that for every    x, y ∈ L, jL(x ∧ y) = jL(x) ∩ jL(y). 

Now we will prove the condition (s3). By the above we can consider             
F = FM(L) \ jL(y)  = ∁ jL(y) and D  = {jL(x)}x∈S with S ⊆ L. 

The fact that ∁jL(y) ∩ jL(x) ≠ ∅ for every x ∈ S  is equivalent with: 
for every x ∈ S and for every P ∈ ∁jL(y) we have P ∈ jL(x). 

Supposing by contrary that ∁jL(y) ∩ 








∈
I

Sx
L xj )( = ∅ we deduce that for 

every P0 ∈ ∁jL(y) ⇒ P0 ∉ 








∈
I

Sx
L xj )( , hence there is P0∈∁jL(y) and x0 ∈ S 

such that P ∉ jL(x0) which is contradictory, so (s3) is true.  n 
 

Definition 4.3.18. For two Stone spaces X, Y, a function f : X → Y 
is called strong continuous if for every open compact D in Y ⇒ f-1(D) is 
an open compact in X. 
 

Next, by St we denote the category of Stone spaces (whose objects are  
Stone spaces and morphisms are the strong continuous functions). 

Let now L, L′∈ Ld(0, 1) and f ∈ Ld(0, 1) (L, L′). 
We consider the function FM(f):  FM(L′) → FM(L) defined for                  

F∈FM(L′) by FM(f)(F) = f-1(F). 
 
Proposition 4.3.19. The function FM(f) is strong continuous. 
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Proof. Clearly FM(f) is correctly defined (since F′ ∈ FM(L′) ⇒                      
f-1(F′) ∈ FM(L)). 

For x ∈ L, (FM(f))-1(jL(x)) = {F′∈ FM(L′) : (FM)(f)(F′) ∈ jL(x)} = 
{F′∈FM(L′) : f-1(F′)∈ jL(x)} = {F′∈ FM(L′) : x ∈f-1(F′)} =                                  
{F′ ∈ FM(L′) : f(x) ∈ F′} = jL(f(x)) hence FM(f) is a strong continuous 
function  (using the fact that {jL(x)}x∈L are open compacts which form a 
basis for the   Stone-Zariski topology).  n 

 
Now let X be a Stone space and T(X) the set of all open compacts of 

X. It is immediate that T(X) becomes relatively to union and intersection a 
lattice bounded (that is, T(X)∈Ld(0,1)). 

If X, Y are two Stone spaces and f∈St(X, Y) then we denote by                
T(f) : T(Y) →T(X) the function defined by (T(f))(D) = f-1(D), for every 
D∈T(Y).            Clearly T(f) ∈ Ld(0,1)(T(Y), T(X)). 

So, we obtained FM : Ld(0,1) → St and T : St → Ld(0,1) given by 
the assignments L → FM(L), f → FM(f), respective X → T(X) and f  
→ T(f). 

It is immediate to prove that FM and T are contravariant functors.    
 

 Theorem 4.3.20. The dual category of Ld(0, 1) is equivalent with 
the category St of Stone spaces (i.e, (Ld(0,1))0 ≈ St). 
 

Proof.  We will prove the existence of functorial isomorphisms  
(1) T ∘ FM ≈ 1Ld(0,1); 
(2) FM ∘ T ≈ 1St. 
Let X ∈ St and x ∈ X. The set {V ∈ T(X) : x ∈ V} is a prime filter of         

T(X). Conversely, we prove that every prime filter P = (Vi)i∈I of T(X) has 
the same form. 

If F = I
Ii

iV
∈

, then F ≠ ∅ and if we choose x ∈ F, then from the axiom 

(s2)  we deduce that P = {V ∈ T(X) : x∈V}. 
Now let L ∈ Ld (0, 1); we shall  prove that jL(L) = T(FM(L)) which 

will imply the isomorphism (T∘FM)(L) ≈L.  
For this it is suffice to prove that every open compact of FM(L) has 

the form jL(x) with x ∈ L. 
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If D ∈ T(FM(L)), then D = U
Ii

iL xj
∈

)( . Since D is compact, there are            

x1, ... , xn such that D = 







∨=
==

i

n

iL
n

i
iL xjxj

11
)(U , hence D = jL(x) with i

n

i
xx

1=
∨= .  

The rest is small calculus (which mostly represents calculus 
techniques) so , we will left them for the reader.  n 
 
 

4.3.3. The dual category  of  B ( of Boolean algebras) 
 

In the end of this paragraph let’s characterize the dual category of B 
(the category of Boolean algebras). 

For a Boolean algebra B by FM(B) we denote the set of all maximal 
filters (ultrafilters) of B (see §8 from Chapter 2) and by uB : B → P(FM(B)),              
uB(a) = {F ∈ FM(B) : a ∈ F} for every a ∈ B (see Theorem 2.8.8). 
 

Proposition 4.3.21. The function uB is a monomorphism in B. 
 
Proof. See the proof of Proposition 2.8.8 . n 

 
Proposition 4.3.22. ([70]) For every compact and Haussdorf 

topological space (X, σ) the following assertions are equivalent:  
(i) For every x ∈ X, the intersection of all clopen sets which 

contain x  is {x}; 
(ii) For every x, y ∈ X, x ≠ y, there is a clopen D such that x ∈ D 

and      y ∉ D; 
(iii) X is generated by its clopen sets; 
(iv) The convex component of every element x is {x}. 
 
Definition 4.3.23. We call Boole space every topological space (X, 

σ)  which verifies one of the equivalent conditions of Proposition 4.3.22. 
 

Now let B a Boolean algebra and σB the topology of FM(B) generated 
by  (uB(a))a∈B.  
 

Theorem 4.3.24. For every Boolean algebra B, (FM(B), σB) is a 
Boole space. 

Proof. By Proposition 4.3.21 we deduce that an element of σΒ has the 
form  U

Sx
B xu

∈
)(  with S ⊆ B. 
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Firstly we will prove that FM(B) is separable. 
Indeed, if F1, F2∈ FM(B), and F1 ≠ F2 then there is x∈ F1 such that x 

∉ F2,  hence x′ ∈ F2  (where xʹ is the complement of x in B). 
Then F1∈uB(x), F2∈uB(x′) and since uB(x)∩uB(x′) = uB (x ∧x′) = uB 

(0) = ∅  we deduce that FM(B) is separable. 
Since for every x ∈ B, uB(x) is a clopen set (because ∁ (uB(x)) = 

uB(x′) ∈ σB) we deduce that FM(B) is generated by the family of  his clopen 
sets. 

To prove that FM(B) is a compact set let’s suppose that FM(B) = 
U

Sx
B xu

∈
)(  with S ⊆ B. 

We shall prove that 0 ∈ [{x′ : x ∈ S}). If we suppose the contrary, 
then    [{x′ : x ∈ S}) will be included into a maximal filter U ∈ FM(B)                          
(i.e, [{x′ : x ∈ S}) ⊆ U). Since FM(B) = U

Sx
B xu

∈
)(  there is x0 ∈ S such that           

U ∈ uB(x0) ⇔ x0 ∈ U. But  xʹ0 ∈U – which is a contradiction! 
Since 0 ∈ [{x′ : x∈S}), there are x1,..., xn ∈ S such that                                 

0 = xʹ1 ∧...∧ xʹn  ⇔ 1 = x1 ∨ ... ∨ xn, hence FM(B)  =  uB(1) = uB(x1 ∨ ... ∨ 
xn) =   uB(x1) ∨ ... ∨ uB(xn), that is, FM(B) is a compact set.  n 
 

Now let B1, B2 be Boolean algebras, f ∈ B(B1, B2) and                           
FM(f) : FM(B2)  → FM(B1), FM(f)(U)  =  f-1(U), for every U ∈ FM(B2). 
 

Proposition 4.3.25. FM(f) is a continuous function. 
 

Proof. For x ∈ B1 we have (FM(f))-1( )(
1

xuB ) =                                           
{U ∈ FM(B2) : (FM(f))(U) ∈ )(

1
xuB } = {U ∈ FM(B2) : f-1(U) ∈ )(

1
xuB } =     

 {U∈ FM(B2) :  x ∈ f-1(U)} = {U∈FM(B2) : f(x) ∈ U} = ))((
2

xfuB , hence 
the function FM(f) is continuous.  n 

 
As in the cases of lattices, the assignments B → FM(B) and f → 

FM(f)  define a contravariant functor FM : B → B~  from the category B of a 
Boolean algebras to the category B~  of Boole spaces (whose objects are 
Boole spaces and the  morphisms are the continuous mappings). 

This functor is called Stone duality functor. 
 

Theorem 4.3.26. The dual category of category B of Boolean 
algebras is equivalent with the category B~ of Boole spaces (i.e, BB ~0 ≈ ). 
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Proof. ([70]). Firstly we will construct another contravariant functor            
T : B~  → B which together with FM gives the desired equivalence. 

For a Boole space X ∈ B~ we denote by T(X) the Boolean algebra of  
clopen sets of X and for every morphism f : X → Y in B~ we denote by 
T(f):T(Y) → T(X)  the restriction of f -1 : P(Y) → P(X) to T(Y) (clearly this 
function is with values in T(X)). It is easy to prove that we have obtained a 
contravariant functor                  T : B~  → B. 

I want to prove that the pair (FM, T) of functors defines the 
equivalence of categories B~ and B (so we obtain BB ~0 ≈ ).  

For this it is necessary to prove the existence of functorial 
isomorphisms T∘FM ≈ 1B and FM∘T ≈ B~1 .  

Firstly I remark that every ultrafilter of T(X) (with X Boole space) has 
the form {W ∈ T(X) :  x ∈ W} with x ∈ X; see [70, p. 423]). 

Now let B be a Boolean algebra. Since uB is a monomorphism, B will 
be isomorphic with uB(B). 

So, to prove that B is isomorphic with T(FM(B)) it will suffice to 
prove that    uB(B) is equal with T(FM(B)). Since uB(x)∈T(FM(B)) for 
every x ∈ B, we will prove that every clopen set in FM(B) has the form 
uB(x) with x ∈ B. 
           If D ∈ T(FM(B)), then D= U

BS
Sx

B xu
⊆
∈

)(  and ∁FM(B) D = U

BT
Ty

B yu
⊆
∈

)( . 

Thus FM(B) = D ∪ (∁FM(B)D) =  ( U

BS
Sx

B xu
⊆
∈

)( )∪ ( U

BT
Ty

B yu
⊆
∈

)( ). 

Since  FM(B) is a compact set we can obtain a finite covering:             
FM(B) =  uB(x1)  ∪ ... ∪ uB(xn) ∪ uB(y1) ∪ ... ∪ uB(ym) (with  xi ∈ S, yj ∈ 
T,          1 ≤ i ≤ n, 1 ≤ j ≤ m). 

If n=0 then D = X = uB(1) and if m = 0, D = ∅ = uB(0). 
In the case when m ≠ 0, n ≠ 0, D = uB(x1 ∨ ... ∨ xn ∨ y1 ∨ ... ∨ ym). 
Now let X ∈ B~  and α : X → FM(T(X)), α(x) = {D ∈ T(X) : x ∈ D}.  

Clearly α is surjective. 
Also α is injective, since if x ≠ y, there is D ∈ T(X) such that x ∈ D 

and   y ∉ D (X is Boole space!). 
The function α is bicontinuous because if D′ is a clopen set in 

FM(T(X)), e.g. D′ = uB(D) with D ∈ T(X),  then α-1(D′) = D. 
The rest are small calculus details which we let them for the reader.  n 

 
 
 4.4. Representable functors. Adjoint functors 
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Let C be a category, F : C → Set a covariant functor, X ∈ C and (hX, 

F)  the class of functorial morphisms from the functor hX to the  functor F. 
Consider canonical function α = α(F, X) : (hX, F)→F(X), α(ϕ) = ϕ(X)(1X) 
for every             ϕ ∈ (hX, F). 

Lemma 4.4.1. (Yoneda - Grothendieck). The function α is bijective 
and functorial with respect to F and X. 
 

Proof. We will construct β : F(X) → (hX, F), the converse of α. 
Indeed, for a ∈ F(X) and Y∈ C we consider the  function βa(Y) : 

hX(Y) →F(Y), βa (Y)(f) = F(f)(a), for every f ∈ C(X,Y). 
The morphisms (βa (Y))Y∈C are the components of a functorial 

morphism           βa : hX → C. 
For this, let Z ∈ C, g ∈ C(Y, Z) and consider the diagram 

 
If f ∈ hX(Y) = C(X, Y), then (F(g)∘ βa(Y))(f) = (F(g)∘F(f))(a) = 

F(g∘f)(a) = βa (Z)(g∘f) = (βa (Z)∘hX(g))(f), hence the above diagram is 
commutative, so βa is a functorial morphism from hX to F, that is, β is 
correctly defined. 

To prove that β is the converse of α, we have to prove that β∘α = 

),(1 Fh X   and α∘β = 1F(X). 

Indeed, let ϕ ∈(hX, F). We have (β∘α)(ϕ)  =  β(α(ϕ)) = β(ϕ(X)(1X)) = 
βa   (where a = ϕ(X)(1X) ∈ F(X)). Since for every Y ∈ C and f ∈ C(X, Y), 
the diagram 

 

hX (Y) F (Y) 

F (Z) hX (Z) 

hX(g) F (g) 

(Y) 

(Z) β 

β 
a 

a 
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is commutative, we deduce that βa(Y)(f) = F(f)(a) = F(f)(ϕ(X)(1X)) =            
(ϕ(Y)∘ hX(f))(1X) = ϕ(Y)(f), hence βa = ϕ, so (β∘α)(ϕ) = ϕ  ⇒ β∘α = 

),(1 Fh X . 

Conversely, if a∈F(X), then (α∘β)(a) = α(βa) =βa (X)(1X) = F(1X)(a) = 
1F(X)(a) = a, hence α∘β = 1F(X). 

Since for every f ∈ C(X,Y), ϕ ∈ (hX,F) and G : C → Set is a covariant 
functor it is easy to see that the diagrams  

 
 
are commutative (θ,  ρ are defined by the composition to the left, respective 
to the right, of hf : hY → hX with ϕ, where for Z∈C and g∈hf(Z)(g)=gof, we 
deduce the  functoriality of α in F and X.  n 
 

Remark 4.4.2. 
(i) If f : C → Set is a contravariant, then for every X ∈ C, the 

canonical function  α(F, X) : (hX, F) → F(X) (ϕ → ϕ(X)(1X)) is bijective 
and functorial in F   and X (the converse β : F(X) → (hX, F), a → βa will be 
defined analogously). 

(ii) From the above lemma we deduce that (hX, F) as (hX, F) are sets. 
 

Definition 4.4.3. We say that the covariant functor F : C → Set is  
representable if there is a pair (X, a) (with X ∈ C and a ∈ F(X)) such 

hX (X) 

F (Y) F (X) 

hX (Y) 

F (f) 

hX (f) 

ϕ(Y) ϕ(X) 

G (X) 

F (X) 
α(F, X) 

α(G,X) 

(hX, F) 

(hX , G) 

(X) 

F (Y) 

F (X) 

θ 

(F, X) α 

(F, Y) α 

(hX , F) 

(hY , F) 

F (f) ρ ϕ , 
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that the  functorial morphism βa : hX → F (the corresponding of a by 
Yoneda-Grothendieck lemma) is a  functorial isomorphism. 

The pair (X, a) will be called the pair of representation for F. 
 

Remark 4.4.4. In a dual way, the contravariant functor F : C → Set 
will be  called corepresentable if there exist X∈C, a∈F(X) such that the 
functorial    morphism βa : hX → F will be a functorial isomorphism. 

Since every contravariant functor F : C → Set can be considered as a   
covariant functor from C0 to Set, in what follows we will consider only 
covariant functors. 
 

Let C, C′ be two categories and T : C → C′, S : C′ → C two covariant  
functors. We will define two new covariant functors T , S  : C0× C′ → Set 
in the following way: if (X, X′) ∈ C0× C′, then T (X, X′) = C′(T(X), X′) and 
S (X, X′) = C(X, S(X′)); (f, f ′) : (X, X′) → (Y, Y′) is a morphism in C0 × 
C′, then we define   T (f, f ′) : C′(T(X), X′) → C′(T(Y), Y′) by T (f, f′)(α) = 
f′∘α∘T(f) for every α∈C′ (T(X), X′) and S (f, f′) : C(X, S(X′)) → C(Y, 
S(Y′) by S (f, f′)(α) =  S(f′)∘α∘f,  for every α ∈ C(X, S(X′)). 

 
Lemma 4.4.5.  T , S : C0 × C′ → Set are covariant functors. 

 
Proof. We will only prove for T  (for S  will be analogous). We have   

⇔= )',()',( 1)1( XXTXXT ⇔= )',(' 1)1,1( XXTXXT  αα =))(1,1( 'XXT  for every                

α ∈C′(T(X), X′) ⇔ 1X′ ∘ α ∘ T(1X) = α ⇔ 1X′ ∘ α ∘ 1T(X) = α which is 
clear. 

Now let (f, f′) : (X, X′) → (Y, Y′) and (g, g′) : (Y, Y′) → (Z, Z′) be 
two morphisms in C0 × C′ (so, we have XYZ fg →→  morphisms in C 
and  ZYX gf ′→′→′ ′′  morphisms in C′). 

Then (g, g′)∘(f, f′) (in C0× C′) = (g∘f (in C0),                                            
g′∘f′ (in C′)) = (f∘g (in C), g′∘f′(in C′)) = (f∘g, g′∘f′)(in C×C′) so, to prove    

⇔′′=′′ ),(),()),(),(( ffTggTffggT oo )))(,()(,())(,( αα ffTggTfggfT ′′=′′ oo , 

for every α ∈ T (X, X′) = C′(T(X), X′) ⇔ g′∘f ′∘α∘T(f∘g) =                                
T(g, g′)(f ′∘α∘T(f)) ⇔ g′∘f ′∘ α∘Τ(f∘g) = g′∘ (f′∘α∘T(f))∘T(g) ⇔                      
g′ ∘f ′∘ α∘ T(f∘g) = g′∘f ′∘ α∘ T(f)∘T(g) which is clear (since T is a 
covariant  functor, hence T(f∘g) = T(f)∘T(g)).  n 
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Definition 4.4.6. Let T : C → C′ and S : Cʹ → C be two covariant 
functors. We say that T is a left adjoint of S (or that S is a right adjoint 
of T) if ST ≈  (i.e, there is a functorial isomorphism ST →:ψ ).  
 

Now let ST →:ψ  a functorial morphism of components ψ(X, X′):         
T (X, X′) = C′(T(X), X′) → (X, X′) = C(X, S(X′)) with (X, X′)∈C0 × C′ and 
we denote ψX = ψ(X, T(X)) (1T(X)) : X → (ST)(X). 
 

Lemma 4.4.7. Relative to the above notations and hypothesis, the 
morphisms (ψX)X∈C are the components of the functorial morphism ψ  : 
1C → ST. The assignment ψψ →  is a bijection between the functorial 
morphisms from   T  to S  and functorial morphisms from 1C to ST (e.g. 
from ),( ST  to (1C, ST),  if we consider the notations from the above 
paragraph). 

 
 

Proof. ([70]). To prove that ψ  is a  functorial morphism, it should be  
proved that for every X, Y ∈ C and f ∈ C(X, Y), the diagram 

 
 
is commutative, that is, (ST)(f) ∘ ψX = ψY ∘ f.             (1) 
 

Indeed, by hypothesis the following diagram: 

 

X 

ST (Y) Y 

(ST)(X) 

(ST) (f) 

ψY 

f 

ψX 

C(X, ST(Y)) = S  (X, ST(Y)) 
 
 

C(X, ST(X)) = S  (X, ST(X)) 
 

S (1X ,   T (f)) 

ψ(X, T (X)) 

ψ (X, T (Y)) 

_ _ 

Cʹ(T(X), T(Y)) = T  (X, T(Y)) 
 

T (1X ,  T (f)) 

Cʹ(T(X), T(X)) = T  (X, T(X)) 
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is commutative hence ( S (1X, T(f))∘ ψ(X, T(X)))(1T(X)) = 
= (ψ(X, T(Y))∘T (1X, T(f)))(1T(X)) ⇔   
S (1X, T(f))(ψ(X, T(X))(1T(X))) = ψ(X, T(Y))(T (1X, T(f))(1T(X))) ⇔   
S (1X, T(f))(ψX) = ψ(X,T(Y)(T(f)∘1T(X) ∘T(1X))  ⇔   
S(T(f))∘ ψX ∘1X = ψ(X,T(Y)(T(f)) ⇔  
 (ST)(f) ∘ ψX = ψ(X, T(Y)(T(f))                     (2) 

 
Also, the  diagram 

 

 
 
is commutative, hence  
( S (f, 1T(Y)) ∘ ψ(Y, T(Y)))(1T(Y)) = (ψ(X, T(Y))∘T (f, 1T(Y)))( 1T(Y)) ⇔   
( S (f, 1T(Y)) (ψ(Y, T(Y))(1T(Y))) = (ψ(X, T(Y))(T(f, 1T(Y))(1T(Y))) ⇔   
( S (f, 1T(Y)) (ψY) = (ψ(X, T(Y))(1T(Y) T(f)) ⇔   
S(1T(Y))∘ ψY ∘f = (ψ(X, T(Y))(T(f)) ⇔ ψY ∘ f = (ψ(X, T(Y))(T(f))  (3) 
 

From (2) and (3) we deduce (1), hence ψ  is a functorial morphism 
from 1C   to ST. 

Let α : ),( ST  → (1C, ST), ψψα =)(  for every ∈ψ ),( ST . 
To prove that α is bijective, we will construct β : (1C, ST) → ),( ST  

which will be the inverse of α. 
So let ψ  ∈ (1C, ST) of components CXX ∈)(ψ  with :Xψ  X→ (ST)(X), 

for every X ∈ C. 
For every (X, X′) ∈ C0 × C′ we consider the mapping  

),(),(:),( XXSXXTXX ′→′′ψ defined by ψ(X, X′)(α) = XS ψα o)(  for every      
α ∈ C′(T(X), X′).    

C(X, ST(Y)) = S  (X, ST(Y)) 
 
 

C(Y, ST(Y)) = S  (Y, ST(Y)) 
 

ψ 

S (f, 1T(Y) ) 

(Y, T (Y)) 

ψ (X, T (Y)) 

_ _ 

Cʹ(T(X), T(Y)) = T  (X, T(Y)) 
 

T (f, 1T(Y)) 

Cʹ(T(Y), T(Y)) = T  (Y, T(Y)) 



Dumitru Buşneag 146

Lemma 4.4.8. The functions '),( 0)),(( CCXXXX
×∈′

′ψ  are the 

components of a  functorial morphism ST →:ψ . 
 

Proof. ([70]).It should be proved that for every morphism                                 
(f, f′) : (X, X′) → (Y, Y′) from C0 × C′, the diagram   
 

 
is commutative. 

Indeed, if α ∈C′(T(X), X′), then    
( S (f, fʹ)∘ ψ(X, Xʹ))(α) = S (f, fʹ)(ψ(X, Xʹ)(α)) = S(fʹ)∘ψ(X, Xʹ)(α) 

∘f  = =S(fʹ) ∘ S(α) ∘ Xψ ∘f     (4)   

and   (ψ(Y, Yʹ)∘T (f, fʹ))(α) = ψ(Y, Yʹ)(T (f, fʹ)(α)) =  
= ψ(Y, Yʹ)(fʹ∘α∘T(f)) = S(fʹ∘α∘T(f))∘ Yψ =  S(fʹ)∘S(α)∘(ST)(f)∘ Yψ .      
(5) 

Since the  diagram 
 

 
 is commutative, we deduce that (ST)(f) ∘ Yψ  =  Xψ ∘f.     (6) 

From (6), (4) and (5) we deduce that the diagram from the start of the 
proof is commutative, hence ST →:ψ  is a functorial morphism. 

 ST(X) 
 
 

ST(Y) 
 

ST (f) 

Y 

X 

f 

Xψ  

Yψ  

C(Y, S(Yʹ)) 
 
 

C(X, S(Xʹ)) 
 

ψ 

S (f , f ʹ) 

(X, Xʹ) 

ψ (Y, Yʹ) 

_ _ 

Cʹ(T(Y),Yʹ) 
 

T (f ,f ʹ) 

Cʹ(T(X), Xʹ) 
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We define β : (1C, ST) → ),( ST  with the help of the above lemma by  
ψψβ =)( , for every ψ ∈(1C, ST). n 

 
Lemma 4.4.9. The functions α and β defined above are one the 

converse of the other (that is, ),1(1 STC
=βα o and ),(1 ST=αβ o ). 

 

Proof. ([70]). Let ),( ST∈ψ ; then (β ∘α)(ψ) = β(α(ψ)) and to prove 
that   β(α(ψ)) = ψ is equivalent with (β(α(ψ))) (X, X′) = ψ(X, X′), for every                
(X, X′) ∈ C0 × C′. 

We have that (β(α(ψ))) (X, X′) : C′(T(X), X′) → C(X, S(X′)) is 
defined  such that β (α(ψ))) (X, X′)(f) = S(f) ∘ ψ(X, T(X)) (1T(X)). 

By the commutativity of the diagram  

 
 

we deduce that:   
( S (1X, f)∘ ψ(X, T(X)))(1T(X)) = (ψ(X, Xʹ)∘T (1X, f))(1T(X)) ⇔ 
S (1X, f)(ψ(X, T(X))(1T(X))) = ψ(X, Xʹ)(T (1X, f)(1T(X))) ⇔ 
S(f)∘ ψ(X, T(X))(1T(X))∘1X = ψ(X, Xʹ)(f∘1T(X)∘T(1X)) ⇔ 
S(f)∘ ψ(X, T(X))(1T(X)) = ψ(X, Xʹ)(f) ⇔ β (α (ψ)) (X, X′)(f) = ψ (X, X′)(f),  
so, we deduce that β(α(ψ)) = ψ, hence ),(1 ST=αβ o .   

Now let ),1( STC∈ϕ . For X ∈ C we have ((α β)(ϕ))X = (α(β(ϕ)))X=        

(ϕ)(X, T(X))(1T(X)) = ϕ(X, T(X)) (1T(X)) = S(1T(X)) ∘ϕX = 1ST(X) ∘ϕX = ϕX, 
hence    (α β)(ϕ) = ϕ, that is, ),1(1 STC

=βα o .  n 
 

Remark 4.4.10. Dually, if T : C → C′ and S : C′ → C are two 
covariant functors, then to every functorial morphism TS →:ϕ  of 
components                ϕ(X, Xʹ): ),(),( XXTXXS ′→′ , with (X, X′) ∈ C0 × C 
we obtain a family of morphisms CXX ′∈′′ )(ϕ  where )1)(),(( )( XSX XXS ′′ ′′= ϕϕ , 

C(X, S (Xʹ)) 

 C(X, (ST)(X)) 
ψ 

S (1X   , f) 

(X, T (X)) 

ψ (X, Xʹ) 

_ _ 

 Cʹ(T (X), Xʹ) 

T (1X   , f) 

 Cʹ(T (X), T (X)) 
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X ′ϕ :(TS)(Xʹ) → X′ and the assignment X′ → X ′ϕ , X′ ∈ C′, we define a 
functorial morphism ϕ : TS → 1C′.  The assignment ϕ → ϕ  is a bijection 
from ),( TS  to (TS, 1C′), its opposite assign  to every functorial morphism 
ϕ ∈ (TS, 1C) of components CXX ′∈′′ )(ϕ  the functorial morphism TS →:ϕ  of 
components ϕ(X, Xʹ): ),(),( XXTXXS ′→′ ,      ϕ(X, X′)(f) = X ′ϕ ∘T(f), for 
every f ∈ C(X, S(X′)). 
 

Definition 4.4.11. Let ST →:ψ  and TS →:ϕ  be two  functorial 
morphisms and STC →1:ψ , CTS 1: →ϕ  the functorial morphisms 
corresponding to the above lemmas. 

If T is the left adjoint  of S and ϕ is the converse isomorphism of 
ψ,  we say that ψ  and ϕ  are the adjoint arrows (one quasiconverse for 
another). 
 

Let S : C′ → C be a covariant functor. For every X ∈ C we denote by         
X / (C′, S) (respective (C′, S) / X) the category whose objects are pairs (f, 
X′)  (respective (X′, f)) with f ∈ C(X, S(X′)) (respective f ∈ C(S(X′), X)). 

A morphism α : (f, X′) → (g,Y′) (respective α : (X′, f) → (Y′, g)) is 
by  definition a morphism α : X′ → Y′ from C′ such that S(α)∘f = g 
(respective          g ∘ S(α) = f). 
 

Proposition 4.4.12. If S : C′ → C is a covariant functor, then the 
following assertions are equivalent: 

(i)   There is a covariant functor T : C → C′ left adjoint for S; 
(ii)  For every X ∈C, the functor hX S : C′ → Set is representable; 
(iii) For every X ∈ C the category X / (C′, S) has an initial object. 

 

Proof. ([70]). (i) ⇒ (ii). Since T is the left adjoint for S, there is a 
functorial isomorphism ST →:ψ , so, for every X ∈ C we have a functorial 

isomorphism in   Y, ψY = ψ(X, Y) : C′(T(X), Y) → C(X, S(Y))⇔ ψY : 
hT(X)(Y) → (hXS) (Y), that is, F = hXS is representable with (T(X), a) as pair 
of representation (where                  a = ψ(X, T(X)) (1T(X)) ∈ C(X, (ST)(X)) 
= (hXS) (T(X)) = F(T(X))). 

(ii) ⇒ (iii). Suppose that for every X∈C the functor F = hXS is  
representable and let (X′,  a) a pair of representation with X′ ∈ C′ and                    
a ∈ F(X′) = (hXS) (X′) = hX(S(X′)) = C(X, S(X′)). 
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We have the functorial isomorphism βa : hX → hXS, that is, for every 
Y′∈ C′   we have a bijection βa (Y′) : C′(X′, Y′)→ C(X, S(Y′)) (with 
functorial properties). 

Then (f, X′), with f = βa(X′) (1X′) ∈ C(X, S(X′)) is an initial object in 
the category X / (C′, S). 

Indeed, if (g, Y′) is another object in X / (C′, S), then g ∈ C(X, S(Y′)) 
so, there is a unique α ∈C′(X′, Y′) such that βa (Y′)(α) = g. We have to 
prove that α  is a morphism in X / (C′, S). 

Indeed, from the commutative diagram 
 

 
 
 

we deduce that:  
((hXS) (α)∘ βa(X′))(1X′) = (βa(Y′) ∘ hX′(α)) (1X′)  ⇔ 

⇔ (hXS)(α) (βa(X′) (1X′)) = βa(Y′) (hX′(α) (1X′)) ⇔ 

⇔ (hXS)(α)(f) = βa(Y′)(α) ⇔ hX(S(α))(f) = g ⇔ S(α)∘f = g, hence                        
α : (f, X′)  → (g, Y′) is a morphism in X / (C′, S). 

(iii) ⇒ (i). For every X ∈ C, we denote by (iX, T(X)) an initial object 
in the  category X / (C′, S) (with T(X) ∈ C′ and iX ∈ C(X, (ST)(X)). 

If we have X, Y ∈ C and u ∈ C(X, Y), and if we define T(u) : T(X)→ 
T(Y)  as the unique morphism with the property that the diagram 

 

C(X, S (Yʹ)) 

 C(X, S (Xʹ)) 

Cʹ (Xʹ, Yʹ) 

hXʹ  (α ) 

Cʹ (Xʹ, Xʹ) 

(hX S)( α ) 

(Xʹ) β a 

(Yʹ) β a 

S (T (Y)) 

 S (T (X)) 

Y 

X 

S (T (u)) 

iY 

iX 

u 
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is commutative, it is easy to see that the assignments X → T(X) and u → 
T(u)  define a covariant functor T : C → C′. 

To prove that T is a left adjoint of S, we should prove that there is a 
functorial isomorphism TS →:ϕ .   

For this, if (X, X′) ∈ C0 × C′ we define                                                     
ϕ(X, X′): )),((),())(,(),( XXTCXXTXSXCXXS ′′=′→′=′ in the following way:  
For v∈C(X, S(X′)), ϕ(X, X′)(v) is the unique morphism α∈C′(T(X), X′) 
such that  the diagram 

 
is commutative. 
There results that ϕ(X, X′) is an injective function and since for every            

β ∈ C′(T(X), X′), ϕ(X, X′)(S(β) ∘ iX) = β we deduce that ϕ(X, X′) is 
surjective function, that is, ϕ(X, X′) is a bijective function. 

Since it is easy to see that ϕ is a functorial morphism, the proof of this 
proposition is complete.  n 

 
The dual result is: 
Proposition 4.4.13. Let T : C → C′ a covariant functor. The 

following assertions are equivalent: 
(i)    There is a right adjoint functor S : C′ → C for T; 
(ii)   For every X′ ∈ C′, the functor hX′T is corepresentable; 
(iii)  For every X′ ∈ C′, the category (C, T)/X′ has a final object.   
 
Remark 4.4.14. The left (right) adjoint for a functor, if there is, is 

unique up to a functorial isomorphism. 
Indeed, let S : C′→ C be a covariant functor and T,T′ : C → C′ two 

left adjoints for S. By Proposition 4.4.12, for every X ∈ C, the functor hXS 
is  representable, hence there exist the functorial isomorphisms α : hT(X)→ 
hXS and       β : )( XTh ′  → hXS. We deduce the existence of a functorial 
isomorphism                 α-1 ∘ β : )( XTh ′  → hT(X) which implies the existence 

S (α) 

 S (T (X)) 

S(Xʹ) 

X 
iX 

v 
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of an isomorphism                    γ(X) : T′(X) → T(X) in C′ such that hγ(X) = 

α-1∘ β (this is possible because for every Y ∈ C′, hY is faithful and full). 
Since α-1 ∘ β is a functorial morphism, we deduce that the family of 

morphisms (γ(X))X∈C are the components of a functorial isomorphism γ : T′ 
→ T. Analogously we prove the dual result. 
 

Examples 
1. The inclusion functor i : Ord → Pre (see Chapter 2) has a left 

adjoint       j : Pre → Ord. 
Indeed, let (M, ≤) ∈ Pre. On M we consider the relation R : xRy ⇔  x 

≤ y   and y ≤ x; it is immediate to see that R is an equivalence relation on M  
compatible with ≤ (i.e, x R x′, y R y′ and x ≤ y imply x′ ≤ y′). 

Let RMM /=  be the quotient set equipped with preorder quotient (i.e, 
for Myx ∈, , yx ≤  ⇔ x ≤ y) and pM : M → M  the canonical isotone 
surjective function.  Let N be an ordered set and g : M → N an isotone 
function. If R(g) is the equivalence relation on M associate with g (that is, 
xR(g)y ⇔ g(x) = g(y)), then   R ≤ R(g), hence there is a unique isotone 
function NMg →:  such that g ∘p = g.    

It is immediate that if f : M → N is an isotone function, then there is a 
unique isotone function NMf →:  such that the diagram 

 
is commutative. 

From the above property of uniqueness we deduce that the 
assignments M → M   and f → f define a covariant functor j : Pre → Ord. 

This, by Proposition 4.4.12, is the left adjoint functor for i (since from 
the above we deduce that for every M∈Pre, the object (pM, M ) is the initial 
in the category M / (Ord, i)). 

2.The subjacent functor S : Top → Set has a left adjoint functor                  
D : Set → Top and a right adjoint functor G : Set → Top, defined in the 
following way: 

N  

 M  

N 

M 

pN 

pM 

f  f 
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The functor D is the functor discrete topology which assigns to every 
set X the discrete topological space (X, P(X)) and to every function the 
same function (which is clearly a continuous function relative to discrete 
topologies). 

The functor G is the functor rough topology which assign to every set 
X the rough topological space (X, {∅, X}) and to every function the same 
function which is clearly a continuous function relative to rough topologies. 
 
          4.5. Reflectors. Reflective subcategories 
 

Definition 4.5.1. A subcategory C′ of a category C is called 
reflective if there is a covariant functor R : C → C′, called reflector such 
that for every     A ∈ C there is a  morphism φR(A) : A → R(A) in C′ 
with the properties: 

(i)     If f ∈ C(A, A′), then the  diagram 

 
 
is  commutative,  that is , φR (A′)∘f = R (f)∘ φR (A); 

(ii)     If B ∈ C′ and f ∈ C(A, B), then there is a unique morphism                
f′ ∈ C′(R(A), B) such that the diagram 

 

 
 
is commutative (i.e, f′ ∘ φR (A) = f). 
 

R (Aʹ) 

 Aʹ 

R (A) 

A 
f 

φR(A) 
 

φR(Aʹ) 

R (f) 

f ʹ 

 B 

R (A) A 

f 

φR(A) 
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Remark 4.5.2.  
 
(i). In some books the reflectors are called reflefunctors. 
(ii). Let C′ ⊆ C a subcategory of the category C. Then C′ is a 

reflective  subcategory of C iff there exists a function which assigns to A ∈ 
C an object        R(A) ∈ C′ and a function which assigns to every A ∈ C a 
morphism                   φR(A) : A → R(A) of C such that for every B ∈ C′ 
and f ∈ C(A, B) there is a unique morphism f ′ ∈ C′(R(A), B) such that f ′ ∘ 
φR (A) = f. 

Indeed, the implication from left to right  is immediate. 
For another implication, we extend the above assignment from Ob(C) 

to Ob(C′) to a functor R : C → C′. 
For f ∈ C(A, A′), we define R(f) ∈ C′(R(A), R(B)) to be the unique 

morphism in C′ for which R(f)∘ φR(A) = φR(A′)∘f. Then (i) and (ii) from 
Definition 4.5.1 are satisfied and it remains to show that R is a functor. 
Indeed, if  f∈C(A, A′), g∈C(A′, A′′), then R(f) ∘ φR(A) = φR(A′)∘f and 
R(g)∘φR(A′) =         φR(A′′) ∘ g, so R(g) ∘ R(f) ∘ φR(A) = R(g)∘ φR(A′) ∘f =  
φR(A′′) ∘ g∘f and by uniqueness we deduce that R(g) ∘ R(f) = R(g∘f).   

For 1A ∈ C(A, A), we deduce that R(1A)∘ φR(A) = φR(A) ∘ 1A = 
φR(A), so by uniqueness 1R(A) = R(1A). 

(iii). If R : C → C′, S : C′ → C′′ are two reflectors, then SR : C → C′′ 
is a reflector. 

Indeed, we check that the conditions of (ii) are satisfied. For A ∈ C let       
φSR(A) = φS(φR(A))∘ φR(A). 

If C ∈ C′′ and f ∈ C(A, C), then there exists a unique f′ ∈ C′(R(A), C)  
such that f′∘φR(A) = f and a unique f′′ ∈C′′((SR)(A), C) such that 
f′′∘φS(R(A))=f′. It easily follows that f′′ ∘ φSR(A) = f. For uniqueness, let g 
∈ C′′((SR)(A),C) such that g ∘ φSR(A) = f; then g ∘φS(R(A))∘ φR(A) = f, 
hence    f′ = g∘φS(R(A)) and then g = f′′. 
           (iv). If C′ is a full subcategory of C, then to say that R : C → C′ is 
reflector is equivalent with to say that R is a left adjoint for the inclusion 
functor from C′ to C. 
 

Lemma 4.5.3. Every reflector R : C → C′ preserves epimorphisms. 
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Proof. Suppose that f  ∈ C(A, A′) is an epimorphism in C and let                     
g, h∈C′(R(A′), B) such that g ∘ R(f) = h ∘ R(f). Then g ∘φR(A′) = g∘R 
(f)∘ φR(A) = h∘R(f)∘ φR(A) = h∘φR (A′)∘f; since f is epimorphism in C we 
deduce that          g∘φR(A′) = h∘φR(A′), hence g = h, that is, R(f) is an 
epimorphism.  n 
 
 

4.6.  Products and coproducts of a family of objects 
 

Let C be a category and F = (Mi)i∈I be a non-empty family of objects 
in C. 

Definition 4.6.1. We call direct  product of the family F a pair (M, 
(pi)i∈I)  with M∈C and pi ∈C(M, Mi), for every i ∈ I such that for every 
other pair (Mʹ, (pʹi)i∈I) with pʹi ∈C(Mʹ, Mi), i∈I, there is a unique 
f∈C(M′, M) such that  pʹi = pi∘f,  for every i ∈ I. 
 

Remark 4.6.2. In the case of existence, the direct product of a family 
F  is unique up to an isomorphism. 

Indeed, suppose that we have two direct products (M, (pi)i∈I) and 
(Mʹ,(pʹi)i∈I)  for F. If we consider the diagram 

 

 
 
then there is a unique f ∈ C(M′, M) and a unique g∈C(M, M′) such that  pʹi 
= pi∘f  and pi = pʹi∘g, for every i ∈ I. 

Then pi ∘ (f∘g) = pi and pʹi ∘ (g∘f) = pʹi, for every i ∈ I. 
If we consider now the diagram 
 
 

Mʹ 

M 

f g 

pʹi 
 

pi 

M i 



Categories of Algebraic Logic 

 

155

 
 
from the uniqueness in the direct product definition we deduce that f∘g = 
1M. 

Analogously we deduce that g∘f = 1M′, hence M ≈ M′. 
 
The direct product of a family F if exists, will be denoted by ∏

∈Ii
iM and 

j
Ii

ij MMp →∏
∈

:  will be called  the j-th canonical  projection. 

 
Lemma 4.6.3. Let ∏

∈Ii
iM = (M, (pi)i∈I) a direct product of the family 

F.  Then, for every i ∈ I the i-th projection pi has a section (hence is  
epimorphism) ⇔ C(Mi, Mj) ≠ ∅, for every j ∈ I. 
 

Proof. Suppose that for every j ∈ I, C(Mi, Mj) ≠ ∅ and choose                      
fij ∈ C(Mi, Mj) such that 

iMiif 1= . There is a unique morphism 

∏
∈

→
Ij

jii MMf :    such that pj ∘ fi = fij, for every j ∈ I. In particular, for i = j 

we have                         pi ∘ fi = 
iMiif 1= , hence pi has a section, so is an 

epimorphism. 
Conversely, if pi has a retraction and si is a right inverse of pi, then for 

every j ∈ I, pj ∘ si ∈ C(Mi, Mj), hence C(Mi, Mj)  ≠ ∅, for every j ∈ I.   n 
 

Corollary 4.6.4. If C is a category with a nullary object O, then the 
canonical projections of a direct product in C are epimorphisms with 
sections. 

Proof. In the above lema it is suffice to consider for every j ∈ I,  
jiMMij Of =   and   

iMiif 1= .  n 
 

M 

M 

pʹ i 
 

p i 

Mi 1M f∘g 
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Definition 4.6.5. We say that a category C is with products, if each 
family of  objects in C has a direct product. 
 

Examples 
 
1. The category Set is a category with products (see §5 from Chapter 

1). 
2.Every equational category is a category with products (see Chapter 

3). More general, every category of algebras of  the same type τ is a 
category with products (see §3 from Chapter 3). 

3. Gr is a category with products. 
Indeed, if F = (Gi)i∈I is a family of groups, then if we consider in Set  

∏
∈Ii

iG = (G, (pi)i∈I) and if we define for two elements f, g ∈ G,  f = (fi)i∈I, g = 

(gi)i∈I,  with fi, gi ∈ Gi for every i ∈ I, f∘g = (fi ∘ gi)i∈I, it is easy to see that 
relative to this multiplication G become a group and every projection pi is a 
morphisms of groups. Then (G, (pi)i∈I ) = ∏

∈Ii
iG in the category Gr. 

4. The category Fd of fields is not a category with products (so, Fd is 
not an equational class). 

Indeed, if K and K′ are two fields with different characteristics, then it 
is easy to see that it doesn’t exist K Π K′ in Fd (since if between two fields 
K and  Kʹ there is a morphism of fields, then K and Kʹ have the same 
characteristic). 
 

The dual notions of the direct product is the notion of direct 
coproducts(also called direct sum). In fact we have the following definition:  
 

Definition 4.6.6. We call coproduct  in the category C for a family               
F = (Mi)i∈I of objects in C, a pair ((αi)i∈I, M) where M ∈ C and αi∈ 
C(Mi, M),  for every i ∈ I such that for every pair ((αʹi)i∈I, Mʹ) with M′ 
∈ C and             αʹi ∈ C(Mi, M′), i∈I, there is a unique  f∈C(M, M′) such 
that f ∘αi = αʹi for every i ∈ I. 
 

Remark 4.6.7. As in the case of direct product, it is immediate to see 
that if  a coproduct exists for a family F, then it is unique up to an 
isomorphism. 
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We denote the coproduct of the family F by C
Ii

iM
∈

.   

For every j ∈ I, C
Ii

ijj MM
∈

→:α  will be called the j-th canonical 

injection. 
 
From Lemma 4.6.3 and Corollary 4.6.4 we obtain dual results for the 

coproduct:  
 
Lemma 4.6.8. For every j ∈ I, αj is a morphism with retract 

(hence is monomorphism) iff C(Mi, Mj) ≠ ∅,  for every i ∈ I. 
 

Corollary 4.6.9. If C has a nullary object, then the canonical 
injections of every coproduct in C are monomorphisms with retraction. 

 
Definition 4.6.10. We say that a category C is with coproducts if 

each family of objects of C has a coproduct. 
 

Examples 
 

1. Set  is a category with coproducts (see §5  from Chapter 1). 
 
2. Let’s see what is the situation of coproducts in an equational 

category K. For A∈K and S⊆A we denote by [S] the subalgebra of A 
generated by S (see Chapter 3). 
 

Proposition 4.6.11.([2]). Let C be an equational category,  (Ai)i∈I  a 
family of algebras in K and (αi : Ai → A)i∈I  a family of morphisms such 
that if          (fi : Ai → B)i∈I (B ∈ K) is another family of morphisms in K, 
then there is         f ∈ K(A, B) such that ii ff =αo , for every i ∈ I. 

Then (A, (αi)i∈I) = C
Ii

iA
∈

iff U
Ii

ii A
∈

)(α is a generating set for A (i.e, 

[ U
Ii

ii A
∈

)(α ] = A).    
 

Proof. ([2]). "⇐". We only have  to prove the uniqueness of f. This 
follows from Lemma 3.1.11. 

"⇒". Let Aʹ= [ U
Ii

ii A
∈

)(α ]. For every i∈I we define fʹi : Ai → Aʹ by          

fʹi(x) = αi(x), for x ∈ Ai and since K is an equational category we deduce 
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that        fʹi∈ K(Ai, A′) for every i ∈ I. By hypothesis there is f ∈ K(A, A′) 
such that  ii ff αo=′  and iiAA f α=′′ o,1 for every i ∈ I. Since iiA αα =o1 for 
every i ∈ I we deduce that AAA f 11 , =′ o , hence 1Aʹ, A is onto, so A′ = A.  n 
 

Remark 4.6.12. In Chapter 3 we have defined the notion of  free 
algebra over a class of algebras. 

 
Now let’s have a generalization of this notion: 

 
Definition 4.6.13. An algebra A from an equational category K is 

called  free for K over a set S if [S] = A and there is a function i : S → A 
such that for every function f : S → B (with B ∈ K) there is a unique g 
∈ K(A, B) such that g∘i = f.   

Clearly, if S ⊆ A is non-empty and if we consider i = 1S,A we obtain 
the notion defined in Chapter 3. 
           The set S is called a set of free generators. We denote A = FK(S) (see 
Chapter 3). 
 

Corollary 4.6.14. Let K be a nontrivial equational category and S 
be a non-empty set. If ( ) ),(})({ Sss

Ss
K AsF ∈

∈
= αC  with A ∈ K and αs ∈ 

K(FK({s}), A) for s ∈ S, then A ≈ FK(S). 
 

Proof. Let f : S → A, f(s) = αs(s) for every s ∈ S, B ∈ K and g : S → 
B a mapping. Then for every s ∈ S there is a unique gs ∈ K(FK({s}), B) 
such that       gs(s) = g(s) for every s ∈ S. There is a unique h ∈ K(A, B) 
such that ss gh =αo  and thus h∘f = g. By the uniqueness of h and 
Proposition 6.11, we deduce that         A ≈ FK(S).  n 
 

In the book [69,p.107] , it is proved the following result: 
 

Proposition 4.6.15. Let K be an equational category and (Ai)i∈I a 
family of algebras in K. If every algebra Ai is a subalgebra of an algebra 
Bi ∈ K and for   i ≠ j there is αij ∈ K(Ai, Bj), then there exists C

Ii
iA

∈
.    

 
3. Coproducts in the categories Mon and Gr ([74]). 
 



Categories of Algebraic Logic 

 

159

Let M be a set. The existence of the free monoid (group) generated by 
M is assured by Theorem 6.16 in Chapter 2 from [74]. Next we will have a 
description of those. 

If C
0

*

≥
=

n

nMM  (in Set), then the elements of M* are pairs (f, n) with n 

∈ N   and f = (x1, ... , xn) ∈ Mn.  
If we denote by (  ) the empty sequence (of length 0), then M0 = {(  ), 

0}. 
On M* we consider an operation of composition (by juxtaposition) in 

the following way: if x = ((x1, ... , xn), n) and xʹ = ((xʹ1, ... , xʹnʹ), nʹ)∈M*, 
then         xxʹ = ((x1, ... , xn, xʹ1, ... , xʹnʹ), n+nʹ)∈M*.    

It is immediate to see that in this way M* becomes a monoid (where 
the neutral element is the empty sequence eM* = (( ), 0) and iM : M → M*,                
iM(x) = ((x), 1) is an injective morphism of monoids. Since for every 
monoid M′  and every function f : M → M′, f : M* → M′, Mef ′=))0),(((  
and )(...)())),,...,((( 11 nn xfxfnxxf ⋅⋅=  (for n ≥ 1) is the unique morphism of 
monoids with the property that fif M =o  we deduce that  M* is the free 
monoid generated by M (i.e, M* = FMon(M)). 

Let now (Mi)i∈I be a non-empty family of monoids, M = C
Ii

iM
∈

(in Set)  

with canonical injections αi : Mi → M (i ∈ I) and M* the free monoid 
generated by  M (before described). The elements of M* are pairs ((a1, ... , 
an), n) with (a1, ... , an) ∈ Mn, hence aj = (xj, ij) with xj ∈ Mij and ij ∈ I. 

Let θM be the congruence of M* generated by the elements ((xj, ij) (yj, 
ij),    (xj yj, ij)), (ej, ij), ( )), with xj, yj ∈ Mij and ej the neutral element of Mj 
(j, ij ∈ I). 

If by 
Mθπ :M* → M*/ θM we denote the canonical onto morphism of 

monoids and ii M
απα θ o=  (i ∈ I), then (M* / θM, ( iα )i∈I ) =  C

Ii
iM

∈
in Mon.  

 
Following the above result and since every equational category is with 

products we obtain: 
 
Proposition 4.6.16. The category Mon is a category with products 

and coproducts. 
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Now we consider the problem of coproducts in the category Gr ([74, 
p.130]). 

Firstly, we will give a characterization for the free group generated by 
a set M. We denote by M′ an isomorphic image of M such that M ∩ M′ = ∅ 
(for x ∈ M we denote by x′ the image of x by the above fixed isomorphism). 

On a free monoid *)( MM ′C  (where MM ′C  is the coproduct of M 
with M′ in Set) we consider the congruence ρΜ generated by the elements 
((x) (x′), ( )) and ((x′) (x), ( )) with x ∈ M. I suggest the reader to prove that 
the quotient monoid *)( MM ′C / ρΜ is really the free group generated by the 
set M. 

If (Gi)i∈I is a non-empty family of groups, then we have the same 
description of  C

Ii
iG

∈
  in Gr  as in the case of Mon.   

          So, we have: 
Proposition 4.6.17. Gr is a category with products and coproducts. 

 
4. The category Fd of fields is not a category with coproducts. 
Indeed, if K, K′ are two fields with different characteristics, then it 

doesn’t exist 'KK C  in Fd (the same argument as in the case of product).  
 
 

 

 If C is a category with products and coproducts then for every M ∈ C 
and I ≠ ∅ we denote ∏

∈
=

Ii
i

I MM and C
Ii

i
I MM

∈
=)( , where Mi = M, for every i 

∈ I. 
 
Remark 4.6.18.   
The canonical injections (projections) of a coproduct (product) are not 

in the general monomorphisms (epimorphisms). 
 
5. The category Pre is a category with products and coproducts 
Indeed, let ((Xi, ≤))i∈I be a family of elements in Pre, (X′,(pi)i∈I) 

= ∏
∈Ii

iX and   ((αi)i∈I, X′′) = C
Ii

iX
∈

in Set. 

For x, y ∈ X′, x = (xi)i∈I, y=(yi)i∈I we define x ≤′ y ⇔ xi ≤ yi, for every 
i ∈ I  and for (x, i), (y, j) ∈ X′′ we define (x, i) ≤′′ (y, j) ⇔  i = j and x ≤ y in 
Xi. 

Then  



Categories of Algebraic Logic 

 

161

1) Relative to the order ≤′ the projections are isotone mappings and            
((X′, ≤′), (pi)i∈I) = ∏

∈
≤

Ii
iX ),(  in Pre. 

2) Relative to the order ≤′′ the canonical injections are isotone and 
((αi)i∈I, (X′′,  ≤′′)) = C

Ii
iX

∈
≤),(  in  Pre. 

 
             Analogously we prove that Ord is a category with products and 
coproducts. 

   For existence and characterization of coproducts in categories of 
lattices see Chapter 7 from [2]. 
 

6. Let (Gi)i∈I be a family of abelian aditive groups and ∏
∈

=
Ii

iGG . We 

consider the subgroup G′ of G  whose elements are the elements (xi)i∈I with 
the components equal with 0 excepting a finite numbers of them and for 
every i∈I, αi:Gi → G′ αi(xi) = (yi)i∈I, where yi = xi and yj = 0 for j ≠ i. 

Then for every i ∈ I, αi is a morphism of groups and ((αi)i∈I, G′) = 
C

Ii
iG

∈
in  Ab. 

Remark 4.6.19. It is possible that  C
Ii

iG
∈

in Gr to be different from 

C
Ii

iG
∈

in Ab. 

 
7. In the category of cycle groups  the product of the groups Z2 and Z3  

does not exist. 
 
8. In the category of abelian finite groups the product and coproduct 

of the family of aditive groups (Zn)n∈N  do not exist. 
 
9.  Let (Xi, τi)i∈I be a family of topological spaces, (X, (pi)i∈I) = 

∏
∈Ii

iX and  ((αi)i∈I, X′) = C
Ii

iX
∈

in Set. 

If we equip the set X with at finest topology τ such that all projections 
pi  are continuous functions and X′ with the most fine topology τ′ such that 
all injections αi are continuous functions, then ((X, τ), (pi)i∈I) = ∏

∈Ii
iiX ),( τ  

and  ((αi)i∈I, (X′, τ′)) = C
Ii

iiX
∈

),( τ in Top. 
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           Let (Xi)i∈I and (Xʹi)i∈I  be two families of objects in a category C 
with products and (fi)i∈I a family of morphisms in C with fi ∈ C(Xi, X′i), for 
every i ∈ I. 

If we denote ∏
∈Ii

iX = (X, (pi)i∈i) and ∏
∈

′
Ii

iX = (Xʹ, (pʹi)i∈i) following the 

universality property of product, there is a unique f ∈ C(X, X′) such that         
fi∘pi = pʹi ∘f, for every i ∈ I, and if fi is a monomorphism in C, then f is also 
a monomorphism in C. 

We denote ∏
∈

=
Ii

iff and we call f the product of the family of 

morphisms  (fi)i∈I. 
 
 Let (Xi)i∈I and (Xʹi)i∈I be two families of objects in a category C with 

coproducts and (fi)i∈I a family of morphisms in C with fi ∈ C(Xi, Xʹi), for 
every      i ∈ I. 
           If ),)(( XX Iii

Ii
i ∈

∈
= αC and ),)(( XX Iii

Ii
i ′′=′ ∈

∈
αC , following the property of 

universality of coproduct, there is a unique f ∈ C(X, X′) such that f ∘ αi = 
αʹi ∘ fi, for every i ∈ I; if for every i ∈ I, fi is an epimorphism in C, then f is 
also an epimorphism in C. 

We denote C
Ii

iff
∈

= and we call f the coproduct of the family (fi)i∈I of 

morphisms. 
 
 

4.7. Limits and colimits for a partially ordered system  
 

Let (I, ≤) be a  directed set (i.e, for every i, j ∈ I, there is k ∈ I, such 
that i, j ≤ k), and C a category. 
 

Definition 4.7.1. We call inductive system of objects in C with 
respect to  directed index set I a pair ℑ = ((Ai)i∈I, (ϕij)i, j∈I) with (Ai)i∈I a 
family of objects of C and (ϕij)i, j∈I a family of morphisms ϕ ij∈ C(Ai, Aj), 
with i ≤ j, such that   

(i) ϕii = iA1 , for every i ∈ I; 

(ii) If i ≤ j ≤ k, then ϕjk ∘ ϕij = ϕik. 
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If there is no danger of confusion, the above inductive system ℑ will 
be denoted by ℑ = (Ai, ϕij). 
 

Definition 4.7.2. Let ℑ = (Ai, ϕij) be an inductiv system of objests 
in C  relative to a  directed index set I. 

A pair (A, (εi)i∈I) with A ∈ C and (εi)i∈I a family of morphisms, 
with      εi ∈ C(Ai, A) for every i ∈ I, is called inductive limit of the 
inductive system     ℑ = (Ai, ϕij), if: 

(i) For every i ≤ j we have εj ∘ ϕij = εi; 
(ii) For every B ∈ C and every family (fi)i∈I of morphisms with               

fi ∈ C(Ai, B) for every i ∈ I such that fj ∘ ϕij = fi for every i ≤ j, there is a 
unique morphism f ∈ C(A, B) such that f ∘ εi = fi, for every i ∈ I. 

 
We will say that a category C is a category with inductive limits if 

every inductive system in C has an inductive limit.  
 
Remark 4.7.3. As in the case of products or coproducts it is 

immediate to see that if (A, (εi)i∈I) and (Aʹ, (εʹi)i∈I) are two inductive limits 
for inductive system        ℑ = (Ai, ϕij), then there is a unique isomorphism f 
∈ C(A, A′) such that                   f ∘ εi = ε′i, for every i ∈ I. 

If (A, (εi)i∈I) is the inductive limit of inductive system ℑ, we denote 
A= iA

Ii →
∈

lim . 

 
Examples 
 
1. The  category  Set  is a category with inductive limits. 
Indeed, let ℑ = (Ai, ϕij) be an inductive system of sets and     

C
Ii

iIii AA
∈

∈ =),)((α in Set; then U
Ii

iAA
∈

= , where }{iAA ii ×= , for every i∈I (see 

§8  from Chapter 1). 
On a set A  we consider the binary relation ρ:  (x, i) ρ (y, j) ⇔ there is 

k ∈ I such that i ≤ k, j ≤ k and ϕik(x) = ϕjk(y). 
We have to prove that ρ is an equivalence on A . Since the reflexivity 

and the symmetry of ρ are clear, to prove the transitivity of ρ, let (x, i), (y, 
j), (z, k)  elements in A  such that (x, i) ρ (y, j) and (y, j) ρ (z, k), hence there 
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exist t, s ∈ I  such that i, j ≤ t,  j, k ≤ s ,  ϕit(x) = ϕjt(y) and ϕjs(y) = ϕks(z). 
We find r ∈ I such that   t ≤ r, s ≤ r and since ϕir(x)= (ϕtr ∘ ϕit)(x) = 
ϕtr(ϕit(x)) = ϕtr(ϕjt(y))  = (ϕtr ∘ ϕjt)(y)  = ϕjr(y) = (ϕsr ∘ϕjs)(y)= ϕsr(ϕks(z)) = 
(ϕsr ∘ ϕks)(z) = ϕkr(z) we deduce that                (x, i) ρ (z, k), hence ρ is 
transitive, that is, an equivalence on A . 

Let A = ρ/A , ρ/: AAAp =→  be a canonical surjective function and 

for every i ∈ I,    εi= p∘αi, where αi : Ai →  A  is the i-th canonical injection 
of coproduct in Set. 
           We have to prove then iA

Ii →
∈

lim  = (A, (εi)i∈I). 

Indeed, if i, j ∈ I, i ≤ j, εj ∘ ϕij = εi  ⇔  εj(ϕij(x))= εi(x), for every x ∈ 
Ai ⇔  p(αj(ϕij(x))) = 0 ⇔ p((ϕij(x), j)) = p((x, i)) which is clear since if we 
choose k = j   then i, j ≤ k, ϕik(x) = ϕij(x) and ϕjk(ϕij(x)) =ϕjj(ϕij(x)) = 

))((1 xijA j
ϕ  = ϕij(x), hence   ϕik(x) = ϕjk(ϕij(x)). 

Now let B be another set and (fi)i∈I a family of functions with fi : Ai → 
B,  for every i ∈ I and fj ∘ ϕij = fi, for every i ≤ j. Following the property of 
universality of coproduct, there is a unique function BAAg

Ii
i →=

∈
C:  such 

that   g ∘αi = fi, for every i ∈ I. 
If (x, i), (y, i) ∈ A  such that (x, i) ρ (y, j), then there is k ∈ I such that         

i, j ≤ k and ϕik(x) = ϕjk(y)  ⇒ fk(ϕik(x)) = fk(ϕjk(y)) ⇒ (fk ∘ ϕik )(x) = (fk 
∘ϕjk)(y) ⇒ fi(x)= fj(y) ⇒ g((x, i)) = g((y, j)), so we deduce that f : A → B, 
f((x, i) / ρ) = g(x, i)  is correctly defined and it is immediate to verify that f 
is the unique function  defined on A with values in B with the property that f 
∘ εi = fi, for every i ∈ I, so the proof is complete.  n 

 
2. We have to prove, more general, that  if Ɛ is an equational 

category and ℑ = (Ai, ϕij), i, j ∈ I, i ≤ j is an inductive system in Ɛ , then 
in Ɛ exists iA

Ii →
∈

lim .   

Indeed, suppose that C
Ii

iA
∈

= (A, (αi)i∈I) with αi ∈ Ɛ(Ai, A) (i∈I) and 

let   =θ  ⊝X the congruence on A generated by X = {αi(x), αj(ϕij(x)) : i, j ∈ 
I, i ≤ j and   x ∈ Ai} (see Chapter 3). Since Ɛ is an equational category, B = 
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A / θ ∈ Ɛ and BAiii →= :απα θ o  is a family of morphisms in Ɛ (with i ∈ I 
and πθ : A → B the canonical surjective function).   

We have to prove that (B,( iα )i∈I) = iA
Ii →

∈

lim .  

Firstley, we remark that for every i, j ∈ I,  i ≤ j and x ∈ Ai, following 
the definition of θ we have that (αi(x), αj(ϕij(x))) ∈ θ, so we deduce that 
πθ(αi(x)) =  πθ(αj(ϕij(x)), hence ijji ϕαα o= . 

Now let B′ ∈ Ɛ and for every i∈I, αʹi ∈ Ɛ(Ai, B′) such that αʹj∘ϕij = 
αʹi for   i ≤ j. Since A = C

Ii
iA

∈
, there is an unique u∈ Ɛ(A, B′) such that u∘ αi 

= αʹi for every   i ∈ I. 
Since for every i, j ∈ I with i ≤ j and x ∈ Ai we have u(αʹj(ϕij(x))) = 

αʹi(x) = u(αi(x)), then we deduce that ((αʹj(ϕij(x)), αi(x)) ∈ Ker(u).   
Since θ ⊆ Ker(u), there is a unique v∈ Ɛ(B,B′) such that uv =θπo . 

Then for every i∈I, iiii uvv αααπα θ ′=== oooo )( .  
To prove the unicity of v with the property that v∘ iα = αʹi for every i 

∈ I, let w ∈ Ɛ(B, B′) such that w∘ iα = αʹi , for every i ∈ I. 
From the uniqueness of u, we deduce that θπowu = , so, for x ∈ A,         

v(x/θ) = v(πθ(x)) = (v ∘πθ)(x) = u(x) = (w ∘πθ)(x) = w(x/θ), that is, w = v.  
n 
 

Definition 4.7.3. Let (I, ≤) be a directed set . By projective system of 
objects in C we understand a pair ℘ = ((Ai)i∈I, (ϕij)i,j∈I)   with (Ai)i∈I a 
family of objects in C and ϕij ∈C(Aj, Ai) for i, j ∈ I, i ≤ j such that:  

(i)   ϕii = iA1 , for every i ∈ I; 

(ii)  If i ≤ j ≤ k, then ϕik = ϕij ∘ ϕjk. 
 
If there is no danger of confusion, we denote the above projective 

system by                ℘ = (Ai, ϕij). 
 

Definition 4.7.4. Let ℘ = (Ai, ϕij) be a projective system in C. 
A pair (A, (qi)i∈I), with A ∈ C and qi ∈ C(A, Ai) is called  projective 

limit  of projective system ℘ if:  
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(i)   ϕij∘ qj = qi  for every i ≤ j; 
(ii)  If (Aʹ, (qʹi)i∈I), is another pair with A′ ∈ C and q′i∈C(Aʹ, Ai) 

with the property that for every i, j∈I with i ≤ j, ϕij∘ qʹj =qʹi , then there 
is a unique    f ∈C(A′, A) such that qi ∘ f = q′i  for every i ∈ I . 

As in the case of inductive limit of an inductive system, it is easy to 
see that  the projective limit of a projective system, if exists,it is unique up 
to an isomorphism. 

If (A, (qi)i∈I) is the projective limit of the projective system ℘ = (Ai, 
ϕij), we denote A = iA

Ii ←
∈

lim . 

We will say that a category C is a category with projective limits if 
every projective system in C has a projective limit. 

  
Examples 
1. In the category Set, let (Ai, ϕij) be a projective system of sets,  

))(,( Iii
Ii

i pBA ∈
∈

=∏  and suppose that A={a∈B:(ϕij∘pj)(a)=pi(a) for every i ≤ 

j} ≠ ∅. 
If for every i ∈ I we denote by qi the restriction of pi to A, then it is 

immediate to prove that iA
Ii ←

∈

lim  = (A, (qi)i∈I).   

2. More generally, if A is an equational category, ℘= ((Ai)i∈I, (ϕij)i ≤ j) 
a projective system in A and A = {x ∈ iIi

A
∈
×  : pi(x) = ϕij(pj(x)) for i ≤ j} ≠ 

∅, then   iA
Ii ←

∈

lim  = (A, (pi |A)i∈I) .  

3. Following what we establish in the end of  §6, the category Top is a 
category with  products and coproducts. 

Now let (Xi, τi)i∈I be a family of topological spaces and ℘ = (Xi, ϕij) a  
projective system. If we consider (X, (pi)i∈I) = ∏

∈Ii
iX  (in Top) and                         

Y = {y ∈ X : ϕji(pi(y)) = pj(y) for every i, j ∈ I with i ≤ j} then if we denote 
for every i∈I, p′I = pi|Y then it is immediate to see that 
(Y,(pʹi)i∈I)= ),(lim iiX

Ii

τ
 ←
∈

(in Top). 

4. The equational categories with nullary operations are categories 
with projective limits. 
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Remark 4.7.5.  In  the  particular  case  when  (I, ≤)  is a chain then 

the inductive (projective) limit of an inductive (projective) where  for every 
i ∈ I, 

iAij 1=ϕ , coincides with C
Ii

iA
∈

(respective ∏
∈Ii

iA ). 

So,the products and coproducts are particular cases of inductive 
(projective) limits. 

 
Definition 4.7.6. Let ℑ = (Ai, ϕij) and ℑ′ = (Aʹi, ϕʹij) be two 

inductive systems over the ordered set I (directed to right). 
We call inductive system of  morphisms  from ℑ to ℑ′ a family (fi)i∈I 

of  morphisms with fi∈ C(Ai, A′i) for every i ∈ I such that for every i, 
j∈I with      i ≤ j, fj ∘ ϕij = ϕij ∘ fi. 
 

Remark 4.7.7. In the hypothesis of Definition 4.7.6, following the 
universality property of inductive limit, it is immediate to see that if we 
denote               iA

Ii →
∈

lim  = (A, (εi)i∈I) and iA
Ii

′
 →
∈

lim  = (Aʹ, (εʹi)i∈I), then there 

is a unique morphism f ∈ C(A, A′) such that f ∘ εi = ε′i ∘ fi, for every i ∈ I. 
The morphism f will be called  the inductive limit of the inductive 

system of morphisms (fi)i∈I and we denote iff
Ii →

∈

= lim  (we have analogous 

notion for projective limits). Analogously for the case of projective limits. 
 

Theorem 4.7.8. Every reflector preserve inductive limits (hence 
the coproducts). 
 

Proof. Let C′ ⊆ C  be a reflexive subcategory of C and R:C→ C′ be a 
reflector. Consider ℑ = (Ai, ϕij) an inductive system in C and                            

iA
Ii →

∈

lim  = (A, (αi)i∈I), where (I, ≤) is an ordered set directed to right. 

To prove that (R(A), (R(αi))i∈I) = )(lim iAR
Ii →

∈

 we remark that                       

R(ϕii) = )(1)1(
ii ARAR =  and for i ≤ j, R(αj) R(ϕij) = R(αj ∘ ϕij) = R(αi), hence   

(R(A), R(ϕij)) is an inductive system in C′. 
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Now let (fi : R(Ai) → B)i∈I be a family of morphisms in C′ such that  
fj∘R(ϕij) = fi, for every i ≤ j. We should  prove the existence of a unique               
v ∈ C′(R(A), B) such that v ∘ R(αi) = fi, for every i ∈ I. 

 
Thus, for every i ≤ j,  fj ∘ φR(Aj)∘ ϕij = fj ∘ R(ϕij)∘ φR(Ai) = fi ∘ 

φR(Ai). 
Since A = iA

Ii →
∈

lim  we deduce the existence of a unique u ∈ C(A, B) 

such that u ∘ αj = fj ∘ φR (Aj), for every j ∈ I. 
Then there is a unique v ∈ C′(R(A), B) such that v ∘ φR(A) = u. 
We have v∘R(αi) ∘ φR(Ai) = v ∘ φR(A)∘αi = u∘αi = fi∘ φR(Ai), hence            

v ∘ R(αi) = fi, for every i ∈ I. 
For the uniqueness of v, suppose that we have again v′ ∈ C′(R(A), B) 

such that v′ ∘ R(αi) = fi, for every i ∈ I. 

 
 
Then v′∘R(αi)∘ φR (Ai) = fi ∘ φR (Ai), so v′∘ φR(A)∘αi= fi∘φR(Ai) and 

by the uniqueness of u we deduce that v′ ∘ φR(A) = u. By the uniqueness 
from Definition 4.5.1 we deduce that v = v′.  n 
 
 

R (A) 

R (Aj ) 

R (Ai ) 

v 

R (αi) 

R (αj) 
 R(ϕ ij) 

 

fj 

fi 

B 

φR (Aj ) 

R (A) 

v 

fj 

αj 

αi 

ϕij 

R (A j ) 

R (Ai ) 

B 

A 

u 
vʹ 

fi 
Ai 

Aj 

R (ϕij) 
      

R ( αj  ) 

R ( αi  ) 
 

φR (A) 

φR (Aj ) 
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4.8. Fibred coproducts (poshout) and fibred product (pullback) of 
two objects 
 

In the category C we consider the diagram 
 

 
 
Definition 4.8.1. We call  fibred coproduct of M with N over P a 

triple        (iM, iN, L), where L ∈ C, iM∈C(M, L), iN ∈C(N, L) such that:  
(i)   iM ∘ f = iN ∘ g; 
(ii) If (iʹM, iʹN, Lʹ) is another triple, with L′ ∈ C, iʹM ∈ C(M, L′),              

iʹN, ∈ C(N, L′) which verifies (i), then there is a unique u ∈ C(L, L′) 
such that   u ∘ iM = iʹM and u ∘ iN = iʹN.   
 

Remark 4.8.2. For P ∈ C we define a new category P / C (respective 
C / P)  in the following way: 

Ob(P / C) = {(P, f, X) : X ∈ C and f ∈ C(P, X)} (respective                      
Ob(C / P) ={(X, f, P) : X ∈ C and f ∈ C(X, P)}). 

For two objects (P, f, X), (P, g, Y) in P / C, we define a morphism               
α : (P, f, X) → (P, g, Y) as the morphism α ∈ C(X, Y) with the property 
that          α ∘ f = g. The composition of morphism will be canonical and it 
is easy to see that in this way we obtain a category P / C (dual for C / P). 

We remark that the fibred coproduct (iM, iN, L) of M with N over P 
above defined is really the coproduct of (P, f, M) and (P, g, N) in the 
category P / C. So, we deduce that if fibred coproduct of M with N over P 
exists, then it is unique up to an isomorphism. 

We denote (iM, iN, L) = C
P

NM .  

The dual notion of fibred coproduct is the notion of  fibred product. 
More precisely consider the following diagram in C: 

 

 
 

P 

N 

M f 

g 

P 

N 

M f 

g 
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Definition 4.8.3. We call fibred product of M with N over P a triple              
(K, pM, pN), with K ∈C, pM∈ C(K, M), pN∈ C(K, N) such that:  

(i)   f ∘ pM = g ∘ pN; 
(ii) If (Kʹ, pʹM, pʹN) is another triple, with K′∈C, pʹM ∈C(K′, M),          

pʹN ∈ C(K′, N) such that f ∘ pʹM = g ∘ pʹN , then there is a unique                    
u ∈ C(Kʹ, K) such that pM ∘u = pʹM and pN ∘ u = pʹN.   

 
Dually we deduce that (K, pM, pN), the fibred product of M with N 

over P, is really the product of objects (M, f, P) and (N, g, P) in the category 
C / P and so, if the fibred product of M with N over P exists, then it is 
uniquely determined up to an isomorphism. 

We denote (K, pM, pN) = ∏
P

NM . 

  
Examples 
 
1. The category Set is a category with fibred coproducts and 

products. 
 
Indeed, we consider the diagram: 

 
 
where αY, αZ are the canonical injections of the coproduct. 

If we consider hY = αY ∘ f and hZ = αZ∘g, let (S, p) = Coker (hY, hZ) 
(see  Theorem 1.4.5). 

 

 
 

X 

Z 

Y f 

g 

C ZYT =  

αY 

αΖ 

X T S 
p 

hY 

hZ 
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Following the universality property of cokernel of a pair of 
morphisms, we deduce that if we consider iZ = p ∘ αZ and iY = p ∘ αY, then 
(iY, iZ, S) = C

X
ZY . 

For the existence of fibred product in Set we consider the diagram 
 

 
 
K = {(y, z) ∈ Y × Z  : f (y) = g (z)}, pY : K → Y and pZ : K → Z the 
restrictions of cartesian product Y × Z to K. It is immediate to see that (K, 
pY, pZ) =  ∏

X
ZY . 

 
2. The category Top is a category with fibred coproducts and 

products 
 

From the above remark Set is a category with fibred coproducts and 
products. Preserve the notations from Example 1 and consider in Set T = 

C
X

ZY   with the topology of coproduct (that is, the less fine topology on T 

for which αY  and αZ are continuous mappings) and S = ∏
X

ZY with quotient 

topology (since S is    T factorized by the equivalence relation ρ  generated 
by                                          ρ = {(hY(x), hZ(x)) : x∈X}); then the functions 
iY and iZ are continuous and we continue from here as in the case of Set. 

For the existence of  fibred product in Top we do as in the case of Set, 
equipping K = {(y, z) ∈ Y × Z : f(y) = g(z)} with the restriction of product 
topology from Y × Z to K (where pY and pZ are continuous functions). 

 
 
3. The category Ab is a category with fibred coproducts and 
products. 
 
Let G, G′, G′′ ∈ Ab, f ∈ Ab(G, G′′), g ∈ Ab(G′, G′′),                                  

K= {(x, x′) :f (x) = g (xʹ)} and GG pp ′,  the restrictions to K of the 

X 

Z 

Y f 

g 
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projections pG, pG′ of G Π G′ on G, respective G′. Then (K, GG pp ′, ) = 
∏

′′
′

G
GG  in Ab. 

For the case of the fibred coproduct let G, G′, G′′ ∈ Ab, f ∈ Ab(G′′, 
G′),           g ∈ Ab(G′′, G′) and ),,( CGGGG ′′αα a coproduct of G and G′ in 

Ab. 
If we denote H = {αG (f(x)) - αG′ (g(x)) : x ∈ G′′}, then CGGH ′≤ and 

CC oo
G

GG GGppHGG
′′

′ ′=′ ),,/( αα  in Ab, where CC HGGGGp /: ′→′  is the 

canonical surjective function. 
 
4. The category Gr is a category with fibred coproducts and 
products. 
 
The fibred product in Gr is as in the case of  Ab. 
Now let G, G′, G′′ ∈ Gr, f ∈ Gr(G′′, G), g ∈ Gr(G′′, G′), 

),,( CGGGG ′′αα  a coproduct of G and G′ in Gr, H = {αG (f(x)) ⋅ (αG′ (g(x)))-

1 : x ∈ G′′} and N(H)  the normal subgroup of CGG ′  generated by H. 
If we denote )(/)( HNGGK C ′=  and KGGp →′C:  is the canonical 

onto morphism of groups, then Coo
G

GG GGppK
′′

′ ′=),,( αα  in Gr. 

 
Remark 4.8.4. In general, in a category C, the notions of inductive 

(projective) limits of an inductive (projective) system, coproduct (product), 
fibred coproduct (product) and kernel (cokernel) of a pair of morphisms 
appear in the theory of categories in a unitar context as inductive and 
projective limits of some functors F : I → C  where I is a small category. 

This particular ,case of inductive limits or projective ones of some 
particular functors, are suffices for what we need now (in this case I have 
abandoned this point of view). 

I recommend the reader to study the book [70]. 
 
 

4.9. Injective (projective) objects. Injective (projective) envelopes 
 

Definition 4.9.1. Let C be a category. An object A ∈ C is called 
injective  in C if  for every diagram in C 
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 with u a monomorphism, there is a morphism f  :  Aʹʹ → A such that the   
diagram 

 

 
is commutative (i.e, f ou = f ). 
We say that a category C is with enough injectives (or a category 

with  injective embedding) if for any object A ∈ C there is an injective 
object B and a monomorphism u : A → B (that is, A is subobject of an 
injective object). 

 
Examples 
 
1.  Every final object is injective. 
2.  In Set every non-empty set is injective. 
3.  In Top, every rough topological space is injective. 

 

Proposition 4.9.2. Let (Ai)i∈I be a family of injective objects in C 
for which their product (A, (pi)i∈I) = ∏

∈Ii
iA exists.  

Then A is also an injective object. 
 

Proof. Consider in C the following diagram:  
 

 
 
with u a monomorphism and for every i ∈ I the diagram: 
 
 

Aʹʹ 

f 

Aʹ u 

A 

Aʹʹ 

f 

Aʹ u 

A f  

Aʹʹ 

f 

Aʹ u 

A 
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For every i ∈ I there is fi ∈ C(A′′, Ai) such that fi ∘ u = pi ∘ f. 
By the universality property of product we deduce the existence of a 

unique morphism g ∈ C(A′′, A) such that pi ∘ g = fi, for every i ∈ I. 
If v = g ∘ u, we have pi∘v = pi∘(g∘u) = (pi ∘g)∘u = fi∘u = pi ∘f, for 

every       i ∈ I, so, by the uniqueness property of product we obtain that v = 
f, hence A is injective object in C.  n 
 

Remark 4.9.3. (i). In some categories, as for example the categories 
with nullary objects, the converse of  Proposition 4.9.2 is true. 

(ii). Every monomorphism with the domain injective object has a 
retraction. 

(iii). Let R : C → Cʹ  be a reflector which preserves the 
monomorphisms. If   B is an injective object in Cʹ, then B is also an 
injective object in C. 

Indeed, if we suppose that f : A → C  is a monomorphism in C and                
g ∈ C(A, B), then there is h ∈ Cʹ(R(A), B) such that h ∘ φR(A) = g. Since 
R(f) is a monomorphism in Cʹ and B is injective in Cʹ, there is k ∈ Cʹ(R(C), 
B) such that       k ∘ R(f) = h. If we consider the morphism k ∘ φR(C) : C → 
B then k∘φR(C)∘f = k∘R(f)∘φR(A) = h∘φR(A)= g. 
 

Definition 4.9.4. A monomorphism i ∈ C(X, Y) is called essential if 
for every morphism f ∈ C(Y, Z) with the property that f ∘ i is a 
monomorphism, then f is an monomorphism. 

A pair (i, Q) is called injective envelope for an object X if Q is 
injective and  i ∈ C(X, Q) is an essential monomorphism. 

Remark 4.9.5.  If   u   and   v  are  composable monomorphisms in  C, 
then  if  u and v are essentials, then u∘v is also  essential. 

 

Aʹʹ 

f 

A
ʹ 

u 

A 

Ai 

g 
fi 

pi 
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           Definition 4.9.6. We say that a category C has the property  ℰ if 
for every two composable monomorphisms u and v in C, if u∘v is 
essential, then u and  v are  essentials. 
 

Lemma  4.9.7.  In a category C with the property ℰ, if the injective 
envelope of an object exists , then it is unique up to an isomorphism.  

 
Proof.  Let   A ∈ C   and   (i, Q), (i′, Q′)  two injective envelopes for  

A. So,   i ∈ C (A, Q),  i′ ∈ C (A, Q′)  are  essential  monomorphisms  and  
Q, Q′  are injective objects. 

Since   Q′  is   injective, there is    f∈ C (Q, Q′)   such that   f∘i = i′  
and since  i  is  essential, we deduce that f is a  monomorphism. 

Since   Q  is  injective,   f  has a retraction, so, there is   f ′ ∈ C (Q′, Q)  
such that   f ′ ∘ f = 1Q. 

Since  1Q is essential  monomorphism and   C  has the property  ℰ, 
then              f ′ is  monomorphism, and from   f ′∘f = 1Q we deduce that  (f 
′∘f)∘f ′ = f ′⇒          f ′∘(f∘f ′) =  f ′∘1Q′ ⇒ f∘f ′ = 1Q′ , hence f  is  
isomorphism , so   Q ≈ Q′.  n 

 
Definition 4.9.8. We say that a category C has the  amalgamation 

property  provided that  if   (fi)i∈I  is a family of monomorphisms with   fi 
∈ C (A, Bi)   for every   i ∈ I,  then there exists  B ∈ C,   a family of 
monomorphisms    gi ∈ C (Bi, B)   and a monomorphism  g ∈ C (A, B)   
such that the  diagram 
 

  
 
is  commutative  ( i.e.  gi ∘ fi = g,  for every   i ∈ I). 
 

Theorem 4.9.9.  (Pierce R. S.)  Every equational category  A  with 
enough injectives  has the amalgamation property. 

fi 

A 

Bi 

B 

gi 

g 
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Proof. ([58]). Let   (fi : A → Bi)i∈I  a non-empty family of 

monomorphisms and for every   i ∈ I  let iii BB →:α   be a monomorphism 
with  iB   injective object in  A. 

Since in every equational category there exist products, let  ∏
∈

=
Ii

iBB ∈ 
A (which by  Proposition  4.9.2  is injective object)  and  ii BBp →:   the i-th 
projection  (i ∈ I ). 

Since we can suppose   | Ι | ≥ 2,  for   i, j ∈ I,  i ≠ j,  by the injectivity 
of  jB  there is  αij ∈ A(Bi , jB )   such that   αij ∘fi = αj ∘ fj . By the 
universality property of product for every   i ∈ I  we find   gi ∈ A (Bi, B)  
such that for every   j ∈ Ι,  j ≠ i  we have  pi ∘ gi = αi  and   pj ∘ gi = αij :   

 
 

 
 
So,  for  i ≠ j,  pi ∘ gi ∘ fi = αi ∘ fi = αji ∘ fj = pi ∘ gj ∘ fj  hence   gi ∘ fi 

= gj ∘ fj = g. 
Since for every  i ∈ I,  αi  is a monomorphism  and   αi = pi ∘ gi  we  

deduce that   gi  is a monomorphism, hence  gi ∘ fi   is  a monomorphism. 
So, we have obtained  a monomorphism  g ∈ A (A, B)  and a family 

of monomorphisms  gi ∈ A (Bi, B)  such that  gi ∘ fi = g,  for every  i ∈ I,  
hence A   has the amalgamation property. n 

 
Remark 4.9.10.The  above result of Pierce is true in every category  

C  with products(with the canonical projections epimorphisms)and enough 
injectives. 
 
          In what follows we shall  present  some results from the paper [42].   

 

jB  

 B 

fj 

Bi A iB  

pi 
gi 

αi 

αj 

Bj 

αij 
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Theorem 4.9.11.  Let   C, C′   two categories ,  S : C → C′, T : C′→ 
C  two covariant functors such that   S   is the right  adjoint  of  T. 

If  
a)    S  is faithful and full , T  is  faithful ; 
b)    T  preserves  monomorphisms ; 
c)     In   C  every object has an injective envelope, 

then the following assertions are equivalent : 
(i)    A  is an injective object in C′ ; 
(ii)   A   is the retract of  all his extensions ; 
(iii)  A  doesn’t have proper essential extensions ; 
(iv)  Adjoint morphism   ψA : A → (ST)(A)  is an  isomorphism  

and  T(A) is injective object in C. 
 

Proof. (i) ⇒ (ii).  Let   i : A → B   a  monomorphism in  C′. If  A  is 
injective then there is   f : B → A   such that   f ∘ i = 1A. 

(ii) ⇒ (iii). If   f : A → A′  is an essential  monomorphism, then there 
is a monomorphism  g : A′ → A   such that   g ∘ f = 1A. 

Then  g∘(f∘g) = (g∘f)∘g = 1A∘g = g = g ∘1Aʹ  ; since   g  is  a 
monomorphism, then   f∘g = 1A′, hence   A ≈ A′. 

(iii) ⇒  (iv).   For  T (A) ∈ C , there is an essential monomorphism                
θ : T (A) → Q,  with   Q  injective. Since  T   is supposed  faithful,  ψA : A 
→              S (T (A))  is  a monomorphism in  C′. We shall  prove that  S (θ) 
∘ ψA is an essential monomorphism. 

For this, let   f ∈ C′ (S (Q), X)   such that   f∘S(θ)∘ψA  is a 
monomorphism.  Since   S  is faithful and full, the another adjoint morphism 
φ : TS → 1C  is a functorial isomorphism. 

Consider now in C  the following commutative diagram: 
 

 
 

 T(S(T(A))) 

T(A) 

T(A) T(S(Q)) 
T(Ψ(A)) 

T(X) 
T(S(θ)) T(f) 

θ 

φQ φT(A) 
 

Q 
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          We have  T(f)∘TS(θ)∘T(ψA)=T(f)∘φ−1
Q∘ θ∘φT(A)∘T(ψA ). 

Since  φT(A)∘T(ψA) = 1T(A), then T(f∘S(θ)∘ψA) =T(f)∘TS(θ)∘T(ψA) =  
=T(f)∘φ−1

Q ∘θ. 
Since the functor T preserves  monomorphisms, we deduce that           

T(f)∘φ−1
Q ∘θ  is a monomorphism in   C.  Since   θ   essential, then  

T(f)∘φ−1
Q is  a monomorphism. We deduce that  T(f) is a monomorphism 

(since φ−1
Q  is an isomorphism). 

 
In  C′   we have the following commutative diagram : 

 
Since S  is the right adjoint of T , then  S  also preserves 

monomorphisms , hence  ST(f)  is  a monomorphism. But  S(φQ)∘ψS(Q) = 
1S(Q)  and   S(φQ) = S(1Q) = 1S(Q),  hence   ψS(Q) = 1S(Q). 

From the above diagram, there results that   ψX∘f = ST (f), hence   f  is 
a monomorphism in   C′   and   S(Q)  is an essential extension of  A. 

Since by hypothesis   A   doesn’t have proper essential extensions, 
then          S (θ) ∘ ψA  is an isomorphism  and since   ψA   and   S(θ)   are  
monomorphisms, there results that they  are  isomorphisms, hence  T(A)  is 
an injective object (since      θ ≈ TS (θ)). 

(iv) ⇒ (i).  Consider in   C′   the diagram 
 

 
where i is a monomorphism. Since   T  preserves  monomorphisms and  
T(A)  is  injective,  there is a monomorphism u : T(X) → T(A)   such that   
u∘T(i) = f.   

  We have the following commutative diagram in C′  :  

X 

f 

Xʹ i 

A 

 X 

ST(S(Q)) 

S(Q) 

ST(f) 

f 

ΨS(Q) 

 

ST(X) 

ΨX 
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where  t = ψ−1

A ∘ S(u) ∘ ψX.  We have  t ∘ i = ψ−1
A ∘ S(u) ∘ ψX ∘i =  ψ−1

A ∘ 
S(u) ∘ ∘ST(i) o ψXʹ = ψ−1

A ∘ ST(f) o ψXʹ = f (since  ψA ∘ f = ST (f) ∘ ψX′). 
There result that A  is injective in  C′.  n 
 

Corollary  4.9.12.  Let  M ∈ C′ .  If  Q  is the injective envelope of 
T(M) in C, then  S(Q)  is the injective envelope of  M  in  C′. 

 
The dual notion for injective object is the notion of  projective  object 

.  
  
Definition 4.9.13. An  object  P  in a category  C is called  

projective,  if for any diagram  in   C 

 
with  u an epimorphism, there is a morphism g:P →   M  such that  the             
following  diagram is commutative : 
 

 
(i.e, uog = f). 
 

Examples 
 
1.  In  Set  every object is  projective. 

P 

N 

f 

u 
M 

g 

 t 

Xʹ 

ST(Xʹ) 

i 

A 

 
f 

X 

ΨA 

ST(A) 

ST(X) 

ΨX 
 

ΨXʹ 

ST(f) S(u) 

ST(i) 

P 

N 

f 

u 
M 
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2.  In Top   every discrete space is projective. 
 
Proposition  4.9.14. If  (Ai)i∈I  a family of projective objects in a 

category C  and  A  is its coproduct , then  A  is also a  projective object 
in  C. 
 

Proof.  It is the dual of  Proposition  4.9.2.  n 
 

Remark 4.9.15.  (i) Every epimorphism with codomain a projective 
object has a section; 

(ii) In  some categories (for example in categories which have a 
nullary object) the converse of Proposition 4.9.14 is true . 
 

Definition 4.9.16.  An  epimorphism  p ∈ C (X, Y)  is called  
superfluous  if every   f ∈ C (Z, X)  with the property that   p∘f   is an 
epimorphism , then f is an epimorphism. 

A pair  (P, p) is called   projective envelope   of   X  if  P   is a 
projective object and  p : P → X   is  a superflous  epimorphism . 
 

Theorem 4.9.17.  Let   C  be a category ,  S : C → Sets  a covariant 
functor and  T : Sets → C  a  left adjoint of S. If  

a)  S  is  faithful ; 
b)  S preserves  epimorphisms  , 

then the following  assertions are equivalent :  
(i) X  is a projective object in  C ; 
(ii) There is a set  M   and morphisms  XMTX gf →→ )(   such 

that     g∘f = 1X. 
 

Proof. (i) ⇒ (ii).   Since   S  is  faithful, the adjoint morphism  φX : 
TS(X) → X   is  epimorphism.  Since  X  is  projective, we have in   C the 
following diagram: 

 

 
 
We choose   M = S(X). 

TS(X) X 

f 1X 

X 

φX 
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(ii) ⇒ (i).   Firstly, we shall  prove that every element in C of the form  
T(M)  is  projective. For this, we consider in  C  the diagram 

 
 
with  p  an epimorphism.  Since  S  preserves  epimorphisms  and every 
object in Set is  projective, there is a mapping  δ : ST(M) → S(A)  such that 
the following diagram is commutative in Set : 
 

 
 
In  C  we have the following commutative diagram: 
 

 
 
where  g = φA ∘ T (δ) ∘ T (ψM)  is the canonical morphism of adjunction. 

But  p∘g = p∘φA ∘T (δ)∘T (ψM)  =  φB ∘TS (p)∘T (δ)∘T (ψM)  =                
=φB ∘TS (f)∘T (ψM) = f ∘ φT(M) ∘T (ψM) = f ∘1T(M) = f,  hence   T(M)  is 
projective. 

To prove  that X  is  projective , we consider the following diagram in 
C: 

A B 

T(M) 

p 

f 

S(A) S(B) 

ST(M) 

S(p) 

S(f) δ 

p 

f 

B 

T(M) 
g 

A 

TS(A) 

TST(M) 
TS(f) 

TS(B) TS(p) 

T(    ) 

T(      ) 
φ φ 

ψM 

B 
TM 

A 

δ 

φ 
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 with   p′  an epimorphism.  Since   T(M)  is  projective, we have in   C  the 
following commutative diagram: 
 

 
There is   s : T(M) → D′   such that  p′∘s = h∘g,  hence  p′∘s∘f = 

h∘g∘f =   =h ∘1X = h, that is ,  X  is  projective.  n 
 

Corollary  4.9.18.  Let  C  be a category with coproducts and  
G∈C  a projective generator . Then for  X∈C  the following assertions 
are equivalent: 

(i) X  is  projective  in C ; 
(ii) There is a set  M  and morphisms  XGX gMf →→ )(   such 

that  g∘f = 1X. 
 

Proof. We consider the functor   T : Set → C  defined  by  T(M) = 
G(M),  for every   M ∈ Set and for   M, N ∈ Set  and f : M → N a function T 
(f) : G(M) → G(N)   is the unique morphism in  C such  that  the diagram 

 

 
is commutative (where Gi = G, for every i ∈ M, (αi)i∈I are the canonical 
morphisms of coproduct and C

Ni
iii GG

∈
→:β , βi = αf(i),  for every i ∈ M). 

Then it is immediate to prove that T becomes a covariant functor. 

Dʹ D 

X h 

pʹ 

X 

s∘f 

f 
T(M) 

g 
X 

h h∘g s 

Dʹ D 
pʹ 

T(f) 

Gi 
αi βi 

C
Mi

iG
∈

 C
Ni

iG
∈
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We have to prove that T is left adjoint for the functor hG : C → Set. 
For this, for X ∈ C and M ∈ Set, we have to prove the existence of an 
isomorphism (functorial in X and M):  C(T(M), X) ≈ Set (M, hG (X)). 

Indeed, if f ∈ C((T(M), X), we consider sf : M → hG(X) defined by           
sf(m) = f ∘ αm , for every m ∈ M. 

If β : M → hG(X) is a function, by the universality property of 
coproduct, there is a unique morphism in C tβ : G(M) → X  such that the 
following diagram is commutative: 

 

 
It is immediate to see that the assignments f → sf  and β → tβ are one 

the converse of the other, hence in this way we obtain the desired 
isomorphism. Since the projectivity of G is assured by b) from Theorem 
4.9.17, the proof of this theorem is complete.  n 
 

4.10. Injective Boolean algebras. Injective (bounded) distributive 
lattices 
 

We start this paragraph with the characterization of the injective 
objects in the category B of Boolean algebras (see Chapter 2). 

Following the categorial equivalence between Boolean algebras and 
Boolean rings, we will work (relative to context) with Boolean algebras 
(using  the operations ∧,  ∨ and ′) or with the corresponding Boolean rings 
(using  the operations + and ⋅) - see §7 from Chapter 2. 

We don’t have special problems since if B1, B2 are two Boolean 
algebras, 21 , BB  the corresponding Boolean rings, f ∈ B(B1, B2) and 

21: BBf → the corresponding morphism of Boolean rings, then f is a 
morphism in B iff f  is a morphism of Boolean rings. 
 

Definition 4.10.1. We say that a Boolean ring is complete if the 
corresponding Boolean algebra is complete. 
 

Lemma 4.10.2. Let A be a Boolean ring, A′ ⊂ A a subring, a ∈ A \ 
A′ and   A′(a) the subring of A generated by A′ ∪ {a}. 

tβ 

G 
αm β(m) 

X G(M) 
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If C is a complete Boolean ring then for every  morphism of 
Boolean rings f : A′ → C there is a morphism of Boolean rings f ′ : A′(a) 
→ C such that f ′| A = f. 

Proof. Clearly, A′(a) = {x + ay :  x, y ∈ A′}. Since C is supposed 
complete there exist ma = )(xf

ax
Ax

≤
′∈

∨  and Ma = )(xf
xa
Ax

≤
′∈

∧ in C. We remark that 

ma ≤ Ma , so we can choose ma ≤ m ≤ Ma.   
Now let z ∈ A′(a) and suppose that for z we have two representations             

z = x1 + ay1 = x2 + ay2 with x1, x2, y1, y2 ∈ A′. 
Then x1 + x2 = a (y1 + y2), hence x1 + x2 ≤ a, so we deduce that                      

a(x1 + x2 + y1 + y2 + 1) = a(x1 + x2) + a(y1 + y2) + a = a(y1 + y2) + a(y1 + y2) 
+ a = a, that is, a ≤ x1 + x2 + y1 + y2 + 1. Following these last two relations 
we deduce that    f(x1) + f(x2) ≤ m ≤ f(x1) + f(x2) + f(y1) + f(y2) + 1, so                                               
m = m[f(x1) + f(x2) + f(y1) + f(y2) + 1] = m[f(x1) + f(x2)] + m[f(y1) + f(y2)] + 
m =   f(x1) + f(x2) + m f(y1) + m f(y2) + m hence f(x1) + f(x2) + m f(y1) + m 
f(y2) = 0   ⇔  f(x1) + m f(y1) = f(x2) + m f(y2). Thus we can define for z = x 
+ ay  ∈ A′(a),        f′(z) = f(x) + m f(y) and it is immediate to prove that this 
is the desired morphism.  n 
 

Theorem 4.10.3. (Sikorski). Complete Boolean algebras are 
injective objects in the category B. 

 
Proof. Let C be a complete Boolean algebra and B1, B2 Boolean 

algebras such that B1 is subalgebra of  B2. 
To prove that C is injective object in B we consider in B the diagram 

 
Let M = {(B′, f ′) :  B1 ⊆ B′ ⊆ B2, B′ is a Boolean subalgebra of B2               

and f ′ : B′ → C is a morphism in B such that 
1Bf ′ = f}. Since (B1, f) ∈ M, 

then         M ≠ ∅ and it is immediate to prove that relative to the ordering 
(B′, f′) ≤ (B′′, f ′′)  ⇔  B′ ⊆ B′′ and Bf ′′′  = fʹ, (M , ≤) is inductive, hence by 

Zorn’s lemma there is a maximal  element (B0, f0) ∈ M. If we prove that B0 
= B2, the proof  is ended. 

B1 B2 

C 

f 

⊆ 
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Indeed, if by contrary B0 ≠ B2, then there is a ∈ B2 \ B0. By Lemma 
4.10.2 (following the equivalence between Boolean algebras and Boolean 
rings) we deduce that there is f′ : B0(a) → C morphism in B such that 

0Bf ′  = 

f0, hence        (B0(a), f′) ∈ M which is contradictory with the maximality of 
(B0, f0) (here by B0(a) we have denoted the Boolean algebra generated by 
B0∪ {a}).  n 
 

Remark 4.10.4. (i). In the above we have identified the subobjects of 
a Boolean algebra with his subalgebras (this is possible since the category B 
is equational). 

(ii). In particular we deduce that every finite Boolean algebra is 
injective (as  2 = {0, 1} for example). 
 

Corollary 4.10.5.    2 = { 0, 1} is injective cogenerator in B. 
 
Proof. From Theorem 4.10.3 we deduce that 2 = {0, 1} is an injective 

object in  B. 
Now let two distinct morphisms f, g : B1 → B2 in B. Thus there is a ∈ 

B1   such that f(a) ≠ g(a). 
By Corollary 2.8.2  there is a maximal filter Fa in B2 such that  f(a) ∈ 

Fa and g(a) ∉ Fa. If we consider ha : B2 → 2 the morphism in B induced by  
Fa (that is, ha(x) = 1 if x∈ Fa and 0 if x∉Fa - see Proposition 2.6.20) it is 
immediate to say that ha ∘ f ≠ ha ∘ g, that is, 2 is cogenerator in B.  n 
 

Lemma 4.10.6. Let A and B be two ordered sets, f : A → B a 
morphism in Ord such that there is g : B → A a morphism in Ord such 
that g∘f = 1A. If   B is complete, then A is also complete. 
 

Proof. It is immediate to prove that for S ⊆ A, then sup(S) = 
g(sup(f(S))) and inf(S) = g(inf(f(S))).  n 

  
Theorem 4.10.7. (Halmos). Every injective Boolean algebra is 

complete. 
 
Proof. Let B be a Boolean algebra. By the universality property of 

product  there is a morphism in B, αB : B → 2B(B,2)  such that the following 
diagram 
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 is commutative, where (pf)f∈B(B,2) are the canonical projections. To prove 
αB is a monomorphism in B let β, γ : A → B be a morphism in B such that                        
αB ∘ β = αB ∘ γ.   

There result that  f ∘ β = f∘ γ, for every f ∈ B(B, 2) and since we have 
proved that 2 is injective cogenerator in B (Corollary 4.10.5), we deduce 
that β = γ,  that is, αB is a monomorphism in B. 

Clearly A = 2B(B,2) is a complete Boolean algebra. By hypothesis, B is 
an injective Boolean algebra. Since αB : B → A is a monomorphism in B, 
there is a morphism g : A → B in B such that the diagram   

 

 
 
is  commutative, hence g ∘ αB = 1B. By Lemma 4.10.6 we deduce that B is 
complete. n 

Corollary 4.10.8. In the category B of Boolean algebras the 
injective objects are exactly the complete Boolean algebras. 

 
Corollary 4.10.9. The category B of Boolean algebras is a category 

with enough injectives. 
 
Proof. Since 2 is an injective Boolean algebra, by Proposition 4.9.2, 

we deduce that A = 2B(B,2) is an injective Boolean algebra for every Boolean 
algebra  B. Since αB : B → A is a monomorphism in B we obtain the 
desired conclusion.  n 

 

αB 
B 

1B 
g 

A 

B 

αB 
B 

f pf 

2 B(B,2 ) 

2 
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Let’s pass to the characterization of injective objects in the category     
Ld(0, 1) (for this we need some notions introduced in §3). 

 
Lemma 4.10.10. Let X be a Stone space. Then there exist a unique 

Boole space X̂  and a strong continuous function i : X → X̂ with the 
following universality property: for every Boole space Y and every 
strong continuous function f : X → Y there is a unique continuous 
function g : X̂  → Y such that the following diagram is commutative: 

 
 
 (i.e,  g∘i = f).   
 

Proof. The subjacent set for X̂  will be X and a basis of open sets will 
be:    D = D(X) ∪ {V : ∁V ∈ D(X)}, where D(X) is the set of opens in X. 

Clearly X̂  is a  Hansdorff  space and his clopen sets  determine a 
basis. 

We have to prove that X is compact and for this we consider a family 
of  closed sets from basis with the empty  intersection : 

I II =















∈∈ Jj

j
Ii

i CWV ∅ with  Vi, Wj∈ D(X) for i ∈ I and j ∈ J. If we consider 

the close set F = I
Jj

jCW
∈

(from  X̂ ) then F ∩( I
Ii

iV
∈

) = ∅.  

If {Vi}i∈I doesn’t have the property of finite intersection, then the 
proof is  clear. If (Vi)i∈I has the finite intersection property, then there is i ∈ 
I such that    F ∩ Vi = ∅. Since Vi is a compact set and (∁Wj ∩ Vi)j∈J are 
closed in Vi, we deduce that there exist W1, ..., Wn such that ∁W1 ∩ ... 
∩ ∁Wn ∩ Vi = ∅; thus X   is a compact set, hence X̂ is a Boole space.  

Thus we choose i = 1X and g = f and the proof is complete.  n 
Consider now S : B → Ld(0,1)  the subjacent functor which  assigns 

to every Boolean algebra his subjacent bounded distributive lattice.   
 
Proposition 4.10.11. The functor S has a left adjoint functor    

X 

f 

Y 

g 

i 
X̂  
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T : Ld (0,1) → B. 
 

Proof. Since the dual category of B is equivalent with the category of  
Boole spaces B~  (see Theorem 4.3.26), by Lemma 4.10.10 we deduce that 
for every               L ∈ Ld(0, 1) there is a unique Boolean algebra L̂ and a 
unique morphism of lattices i : L → L̂  such that for every Boolean algebra 
A and every morphism of lattices f : L → A there is a unique morphism of 
Boolean algebras g : L̂  → A  such that g ∘ i = f (see Corollary 2.8.10).   

The functor T will be assigned to every L ∈ Ld(0, 1), L̂ ∈B and the 
definition of  T on morphisms is immediate, following Lemma 4.10.10. 

By Proposition 4.4.9 we deduce that T is a left adjoint of S.    n 
 
Theorem 4.10.12. (Banaschewski,Bruns). In the category Ld(0,1) 

the injective objects are exactly the complete Boolean algebras. 
 
Proof. 1. Follows from Corollary 4.10.8 since the functors S and T 

verify the  conditions a), b) and c) from Theorem 4.9.11.  
Proof. 2. Suppose that L is injective in Ld(0, 1). In §4 from Chapter 2 

we have defined φL : L → Spec(L) by φL(x) = {P ∈ Spec(L) : x ∉ P} and 
we have proved that φL is a monomorphism in Ld(0, 1). 

Then we can consider φL: L → P(Spec(L)) and since L is injective 
there is   s : P(Spec(L)) → L  a morphism in Ld(0, 1) such that  s ∘ φL = 1L.  

By Lemma 4.10.6 we deduce that L is complete. 
Since s is surjective and P(Spec(L)) is a Boolean algebra, we deduce 

that             L = s(P(Spec(L))) hence L is a complete Boolean algebra. 
Now let B be a complete Boolean algebra. 
In [30], to §7 from Chapter 3 it is proved that B is a reflexive 

subcategory of Ld(0,1) and the reflector R01 : Ld(0,1) → B preserves 
monomorphisms. 

By Remark 4.9.3 (iii), we deduce that the injective objects in B are 
also injective and in Ld(0, 1). 

By Corollary 4.10.8, B is injective in B (since is complete) hence B 
will also be injective in Ld (0,1).   

 
Corollary4.10.13. In the category Ld the injective objects are 

exactly complete  Boolean algebras. 
 
Proof. If L ∈ Ld is injective, as in the second proof of Theorem 

4.10.12, we deduce that L is a complete Boolean algebra. For the converse 
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we use that             Ld(0,1) is a reflexive subcategory of Ld and the 
reflector U : Ld → Ld(0,1)  preserves monomorphisms (see [30], 
Proposition 7.2, Chapter 3), so, since a complete Boolean algebra is 
injective object in Ld(0,1) (by Theorem 4.10.12) it will be injective also in 
Ld.  n 

 
 
Chapter  5 
 
 
 ALGEBRAS OF LOGIC  
 
 
The origin of many algebras is in Mathematical Logic. 
The first paragraph of this chapter contains some notions about Heyting 
algebras, which  have their origins in mathematical logic ,too. 
 It was A. Heyting who in [48] formalized the propositional and predicate 
calculus for the intuitionist view of mathematics. 
 In 1923, David Hilbert was the first who remarked the possibility of 
studying a very interesting part of the classical propositional calculus taking 
as axioms only the ones verified by logical implication (this field is known 
as positive implicative propositional calculus) and it is interesting because 
his theorems are those theorems of intuitionist propositional calculus which 
contains only logical implication and which is called intuitionist implicative 
calculus. The study of this fragment was started by D. Hilbert and P. 
Bernays in [49]. 
We can study this fragment with the help of specific algebraic technique 
because we have an algebraic structure: the notion of implicative model 
introduced by Henkin in 1950. 
 The dual algebras of implicative models were called by A. Monteiro 
Hilbert algebras. In some papers Hilbert algebras are called positive 
implicative algebras ([73],[75]). 
In this chapter are also studied Hertz algebras (which in some papers are 
called implicative semilattices  see -[57-60])  and  residuated lattices. 
 The origin of  residuated lattices is in Mathematical Logic without 
contraction . 

The last paragraph of this chapter is dedicated to Wajsberg algebras and to 
their connections with residual lattices .  

For more information about Wajsberg algebras, I recommend the reader 
the paper [39]. 
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 About the connection of these algebras with fuzzy logic algebras (MV-
algebras) I recommend  the reader the book  [81]. 
Though the origin of all these algebras is in Mathematical Logic, in this 
chapter we are interested only by the study of these algebras from the 
Universal algebra (see Chapter 3) and Theory of categories (see Chapter 4)  
view points.  
In this chapter we have included classical results and all my original results 
relative to these algebras (more of these results are included in my Ph.Thesis 
: Contributions to the study of Hilbert algebras - see [18]). 
The guide-line in the study of localization of Hilbert and Hertz algebras is 
the case of rings (see [71]). 
 
 a. Heyting algebras 
 
5.1. Definitions. Examples. Rules of calculus  
 
Definition 5.1.1. Let L be a lattice and a, b ∈ L. The  pseudocomplement 
of a relative to b is the element of L denoted by a → b such that a → b =  
sup({x ∈ L : a ∧ x ≤ b}). 
 
Therefore, a ∧ x ≤ b ⇔ x ≤ a → b. 
 
Definition 5.1.2. A Heyting algebra is a lattice L with L  such that a → b   
there exists for any a, b ∈ L. 
 
Examples 
 
1.  If (B, ∧, ∨, ′ , 0, 1) is a Boolean algebra, then (B, ∧, ∨, →, 0) is a  
Heyting algebra, where for a, b ∈ B, a → b =  a′ ∨ b. 
2. If L is a chain with 0 and 1, then L becomes a Heyting algebra, where for   
a, b ∈ L, a → b = 1 if a ≤ b and b if a > b. 
3. If (X, τ) is a topological space, then (τ, →, ∅) becomes a Heyting 
algebra, where for D1, D2 ∈ τ, D1 →  D2 = int[(X \ D1) ∪ D2]. 
In [75, p.58], Heyting algebras are called  pseudo-boolean algebras. 
Heyting algebras in which we ignore ∨ (which is not necessary for  the 
definition of implication →) are called, by Nemitz,implicative semilattices 
in    [63]–[65]; in [45] (Chapter 4, p.61), these are called meet-semilattices 
relatively  pseudocomplemented (in the above mentioned papers, the 
element x →  y  is denoted by x * y). 
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 Therefore, in the case of  Heyting algebras or implicative semilattices, for 
two elements x, y,  x → y = sup {z : x ∧ z ≤ y}. 
 In what follows, by H  we denote a Heyting algebra (unless otherwise 
specified). 
 
Proposition 5.1.3. If for every S ⊆ H there is sup(S), then for every a ∈ 
H  there is sup({a ∧ s : s ∈ S}) and sup({a ∧ s :s ∈ S}) = a ∧ sup(S). 
 
Proof. Let b = sup (S). Then a ∧ s ≤ a ∧ b for every  s ∈ S; if we have         x 
∈ H such that a ∧ s ≤ x  for every s ∈ S, then s ≤ a→ x, hence b ≤ a → x  ⇒        
a ∧ b ≤ x, that is, we obtain the equality from the enounce.   n 
 
 
 
Corollary 5.1.4. H ∈ Ld(0, 1). 
 
Proof. By Proposition 5.1.3  we deduce that H ∈ Ld(0). Clearly, 1 = a → a  
for some a ∈ H.  n 
 
 For x ∈ H we denote x* = x → 0.   
 
Remark 5.1.5. Since x* is the pseudocomplement of x, we deduce that   
Heyting algebras are pseudocomplemented lattices. 
 

In §8 from Chapter 2 we have defined for a distributive lattice L and I, 
J∈I(L), I → J = {x∈L: [x) ∩I ⊆ J} = {x∈L: x∧i∈J,  for every  i∈I} (see Lemma 
2.8.2). 
 

Theorem 5.1.6. For every distributive lattice L with 0, (I(L), →, 0={0})  
is a Heyting algebra. 

 
Proof. We will prove that for I, J∈I(L), then I → J∈I(L). If x, y∈L, x ≤ y   

and y∈I → J, then for every i∈I, y∧i∈J. Since x∧i ≤ y∧i we deduce that x∧i∈J,  
hence x∈I → J. If x, y∈I → J and i∈I, since x∧i, y∧i∈J and (x∨y)∧i = 
(x∧i)∨(y∧i)∈J  we deduce that  x∨y∈I → J, hence I → J∈I(L).  

Now we will prove that if  K∈I(L), then  I∩K⊆J ⇔ K ⊆ I → J.  
Indeed, if x∈K then, since for every i∈I we have  x∧i∈K∩I⊆J we deduce 

that  x∧i∈J, hence  x∈I → J, so  K⊆ I → J.  



Dumitru Buşneag 192

Now let x∈I∩K. Then x∈I and x∈K⊆ I → J, hence x∈I → J, so             
x∧x = x ∈ J, therefore I∩K⊆J.  ∎ 
 

Corollary 5.1.7. Let L be a distributive lattice. Then, for every I∈I(L),  
I* = I → {0} = {x∈L: x∧i = 0, for every  i∈I}. 

 
Proposition 5.1.8. Let H be a Heyting algebra and x, y∈H.  
Then  (x] → (y] = (x→y].  
 
Proof. If z∈(x] → (y], then for every i∈(x] (that is, i ≤ x) we have  

z∧i∈(y], hence z∧i ≤ y ⇔ z ≤ i → y.  
In particular, for i = x  we deduce that  z ≤ x → y ⇔ z∈(x→y], hence    

(x] → (y]⊆(x→y]. If  z∈(x→y], then z ≤ x→y ⇔ z∧x ≤ y, so  if i∈(x], i ≤ x and 
z∧i ≤ z∧x ≤ y, hence z∧i∈(y]⇔z∈(x] → (y]. Therefore we also have  the 
inclusion  (x→ y] ⊆ (x] → (y], that is, (x→ y]=(x] → (y].∎  
 
Theorem 5.1.9.  For every elements  x, y, z ∈ H  we have  
h1: x ∧ (x →  y) ≤ y; 
h2: x ∧ y ≤ z  ⇔ y ≤ x →  z; 
h3: x ≤ y  ⇔  x →  y = 1; 
h4: y ≤ x → y; 
h5: x ≤ y  ⇒  z → x ≤ z → y and y → z ≤ x → z; 
h6: x → (y →z) = (x ∧ y) → z; 
h7: x ∧ (y → z) = x ∧ [(x ∧ y) → (x ∧ z)]; 
h8: x ∧ (x → y) = x ∧ y; 
h9: (x ∨ y) → z = (x → z) ∧ (y → z); 
h10: x → (y ∧ z) = (x → y) ∧ (x → z); 
h11: (x → y)* = x** ∧ y*; 

h12: x∧x* = 0; 
h13: x ≤ y ⇒ y* ≤ x*; 
h14: (x∨y)* = x*∧y*. 
 

Proof.  h1 and h2 follows from Definition 5.1.1. 
h3. We have  x→y = 1  ⇔  1 ≤ x → y  ⇔  x ∧ 1 ≤ y  ⇔  x ≤ y. 
h4. We have  x ∧ y ≤ y  ⇒  y ≤ x → y. 
h5. We have z ∧ (z → x) ≤ x ≤ y,  hence z → x ≤ z → y .Since                   x 
∧ (y → z) ≤ y ∧ (y → z) ≤ z  we deduce that   y → z ≤ x → z. 
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h6. We have (x ∧y) ∧ [x → (y → z)] = y ∧ {x ∧ [x → (y → z)]} ≤ y ∧      (y 
→ z) ≤ z , hence  x → (y → z) ≤ (x ∧ y) → z. 
Conversely, (x ∧ y) ∧ [(x ∧ y) → z] ≤ z  ⇒  x ∧ [(x ∧ y) → z] ≤ y → z  ⇒            
(x ∧ y) → z ≤ x → (y → z). 
h7. From  x ∧ (x → y) ≤ x  and (x ∧ y) ∧ x ∧ (y → z) ≤ x ∧ z ⇒                 x 
∧(y →z) ≤ (x ∧ y) → (x ∧ z), hence x ∧(y → z) ≤ x ∧ [(x ∧ y) →  (x ∧ z)].  
Conversely, x ∧ [(x ∧ y) → (x ∧ z)] ≤ x and y ∧ x ∧ [(x ∧ y) → (x ∧ z)] ≤   x 
∧ z ≤ z , hence  x ∧ [(x ∧ y) → (x ∧ z)] ≤ y → z, therefore  x ∧ [(x ∧ y) → 
(x ∧ z)] ≤ x ∧(y → z). 
h8. Clearly, x ∧ (x → y) ≤ x, y and x ∧ y ≤ x,  x → y. 
h9. From x, y ≤ x ∨ y  ⇒  (x ∨ y) →z ≤ x → z, y → z. Conversely,          (x 
∨ y) ∧  (x → z) ∧ (y → z) ≤ [x ∧ (x → z)] ∨ [y ∧ (y → z)] ≤ z ∨ z = z, 
therefore   (x → z) ∧ (y → z) ≤ (x ∨ y) → z. 
h10. From y ∧ z ≤ y, z   ⇒   x → (y ∧ z) ≤ x → y, x → z  ⇒ x → (y ∧ z) ≤ (x 
→ y) ∧ (x → z). Since x ∧ (x → y) ∧ (x → z) ≤ x ∧ y ∧ (x → z) ≤ y ∧ z ⇒       
(x → y) ∧ (x → z) ≤ x → (y ∧ z). 
h11. From y ≤ x → y  ⇒  (x → y)* ≤ y* and x* = x → 0 ≤ x → y ⇒            
(x → y)* ≤ x**  ⇒  (x → y)* ≤ x** ∧ y*.  
Conversely,  x** ∧ y* ∧ (x → y) ≤ x** ∧ y* ∧ [(x ∧ y*) → (y ∧ y*)] =  x** 
∧ y* ∧ [(x ∧ y*)→0]  = x** ∧ y* ∧ [(x ∧ y*) → (0 ∧ y*)] =                         
x** ∧ y* ∧ (x → 0) = x** ∧ y* ∧ x* = 0,  hence x** ∧ y* ≤ (x → y)*. 
h12. Follows from h1 or h8; 
h13. Follows from h5; 
h14. Follows from h9.  n 
 
Corollary 5.1.10. If for x1, ... , xn ∈ H, we define [x1] = x1 and [x1, ..., 
xn+1] = [x1, ..., xn] → xn+1, then for every x∈ H and 1 ≤ i ≤ n we have 
h15: x ∧ [x1, ... , xn] = x ∧ [x1, ... , xi-1, x ∧ xi, xi+1, ... , xn]. 
 
We denote by H the class of  Heyting algebras. 
 
Corollary 5.1.11. The class H of Heyting algebras is equational. 
 
Proof. It is immediate that (L, ∧, ∨, →, 0) ∈ H iff (L, ∧, ∨, 0) ∈ L(0) and 
verifies the identities  
H1: x ∧ (x → y) = x ∧ y; 
H2: x ∧ (y → z) = x ∧ [(x ∧ y) → (x ∧ z)]; 
H3: z ∧ ((x ∧ y) → x) = z.  n 



Dumitru Buşneag 194

 
For H1, H2 ∈ H, a function f : H1 → H2 is called a morphism of Heyting 
algebras if f is a morphism in Ld(0) and f(x → y) = f(x) → f(y)  for every  
x, y ∈ H1. 
 
Theorem 5.1.12. Let H∈Ld(0, 1). The following assertions are 
equivalent: 
(i)   H  is a  Heyting algebra ;  
(ii)  Every  interval  [a, b]  in H is  pseudocomplemented. 
 
Proof. (i)⇒ (ii). Let  a, b ∈ H  with  a ≤ b; we shall prove that  [a, b] ∈ H , 
so let  c, d ∈ [a, b]. 
We  remark that a ≤ (c → d) ∧ b ≤ b, hence  (c → d) ∧ b ∈ [a, b]. 
Also, c ∧ ((c → d) ∧ b) = c ∧ (c → d) ∧ b = c ∧ d ∧ b ≤ d, so if  x ∈ [a, b]   
and  c ∧ x ≤ d, then  x ≤ c → d. Since x ≤ b we  deduce that  x ≤ (c → d) ∧ 
b. 
From the above we deduce that   c ∧ d = (c → d) ∧ b. 
(ii)⇒( i). Let a,b∈H; we will prove that  a → b = a*[a∧b) (where by a*[a∧b)   
we denote the pseudocomplement of a in the filter [a ∧ b), that is, a is the 
great  element x ∈ [a ∧ b)  with the property  a∧x = a∧b). 
So, a ∧ a*[a∧b)  = a ∧ b ≤ b. Suppose that a ∧ x ≤ b.   
Since a ∧ b ≤ x ∨ (a ∧ b) ≤ 1 and a ∧ [x ∨ (a ∧ b)] = (a ∧ x) ∨ (a ∧ b) =      a 
∧ b, we deduce that  x ∨ (a ∧ b) ≤ a*[a∧b), hence x ≤ a*[a∧b).  n 
 
Corollary 5.1.13. If  H is a Heyting algebra, then every closed interval  
in   H is a Heyting algebra . 
 
Corollary 5.1.14. If  H  is a Heyting algebra   and  (x → y) ∨ (y → x) = 1   
is an identity in H, then this is an identity in every interval in  H. 
 
Proof. By Theorem 5.1.12, if c, d ∈ H, c ≤ d and a, b∈[c, d], then                
(a → b) ∨ (b → a) = [(a → b) ∧ d] ∨ [(b → a) ∧ d] =  ((a → b) ∨ (b → a)) ∧ 
d =     =1 ∧ d = d.  n 
 
Theorem 5.1.15. Let  H  be a Heyting algebra and  φH: H → I(H),           
φH (x) = (x] for every x ∈ H. Then φH  is an embedding  of   H  in the  
complete  Heyting  algebra I(H). 
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Proof. By Corollary 2.3.11 we deduce that  φH  is a morphism of lattices 
with 0. It is immediate that φH is injective. 
 By Proposition 5.1.8 we deduce that φH is a morphism of Heyting 
algebras.n 
 
For  F ∈ F (H), we consider  the binary relation on H:  
θ F = {(x, y)∈ H2 :x ∧ i = y ∧ i  for some i∈F} (see Proposition 2.5.3). 
 
We denote by  Con(H)  the congruence lattice of  H (see Chapter 2). 
 
Theorem 5.1.16. If F ∈F(H), then θF∈Con(H) and the assignment           
F → θF  is an isomorphism of ordered set  between  F(H) and  Con(H). 
 
Proof. Since H ∈ Ld(0, 1), then θΗ ∈ Con(H) (in Ld). So, we only have  to 
prove that θΗ is compatible with  → . Let (x, x′), (y, y′) ∈ θ F. 
Then there are i, j ∈ F such that x ∧ i = x′ ∧ i and y ∧ j = y′ ∧ j. 
We deduce that i ∧ j ∧ (x → y) = i ∧ j ∧ [(x ∧ i ∧ j) → (y ∧ i ∧ j)] =            i 
∧ j ∧  [(x ∧ i) → (y ∧ j)] = i ∧ j ∧ [(x′ ∧ i) → (y′ ∧ j)] = i ∧ j ∧ (x′ → y′). 
Since              i ∧ j ∈ F we deduce that (x → y,  x′ → y′) ∈ θ F. 
Clearly, if  F, G ∈ F(H) and  F ⊆ G  ⇒  θ F ⊆ θ G. 
Suppose that θ F ⊆ θ G and let x ∈ F. 
Then (x, 1) ∈ θF (because x ∧ x = 1 ∧ x), hence (x, 1) ∈ θ G, therefore there 
is  i ∈ G such that  x ∧ i = i, hence  i ≤ x. Then x ∈ G, hence F ⊆ G. 
To prove the surjectivity of the function  F → θ F  let θ ∈ Con(H) in H and 
denote Fθ = {x ∈ H : (x, 1) ∈ θ}. Then Fθ ∈ F(H) and we will prove that           
θ(Fθ) = θ. If (x, y) ∈ θ(Fθ), then x ∧ i = y ∧ i for some i ∈ Fθ, hence (i, 1) 
∈ θ   and (i ∧ x, x), (i ∧ y, y) ∈ θ. Since x ∧ i = y ∧ i we deduce that (x, y) ∈ 
θ, hence    θ(F) ⊆ θ. 
Conversely, let (x, y)∈θ. Then (x → y, 1) = (x → y, y → y) ∈ θ,  hence     x 
→ y ∈ Fθ. Analogously  y → x ∈ Fθ ; since  x ∧ [(x → y) ∧ (y → x)] = x ∧ 
y =     y ∧ [(x → y) ∧ (y → x)] (and (x → y)∧(y → x)∈Fθ)  we deduce that 
(x, y)∈θ(Fθ), hence we have the equality θ(Fθ) = θ.  n 
 

Proposition 5.1.17. If  H is a Heyting algebra and F⊆H  is a non-empty 
set  then the following are equivalent: 

(i) F∈F(H); 
(ii) 1∈F and if  x, y∈H  such that x, x→y∈F, then  y∈F. 
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Proof. (i)⇒(ii). Clearly 1∈F and if  x, y∈H such that x, x→y∈F then by  

Theorem 5.1.9, h8, x∧(x→y) = x∧y∈F. Since x∧y ≤ y we deduce that y∈F.  
(ii)⇒(i). If  x, y∈H, x ≤ y and x∈F, since c = 1∈F we deduce that y∈F. 

Suppose that x, x→y ∈F. Since y ≤ x→y (by Theorem 5.1.9, h4) we deduce that  
x→y∈F, so x∧y = x∧(x→y)∈F. ∎ 

 
Remark 5.1.18. Following Proposition 5.1.17, the filters in a Heyting 

algebra are also called  deductive systems. 
 
For a Heyting algebra H we denote D(H) = {x∈H: x* = 0} (these elements 

will be called  dense) . 
  

Proposition 5.1.19. D(H)∈F(H). 
 
Proof. By  Proposition 5.1.9 it it will suffice to prove that D(H) is a 

deductive system. Since 1* = 1 → 0 = 0 we deduce that 1∈ D(H). Now let now x, 
y∈H such that  x, x→y ∈ D(H), that is, x* = (x→y)* = 0. By Theorem 5.1.12, h11, 
we deduce that (x→y)* = x** ∧ y* ⇔ 0 = 1∧y* ⇔ y* = 0,  hence  y∈D(H). ∎ 

 
Corollary 5.1.20. A Heyting algebra H is a Boolean algebra iff 

D(H)={1}. 
 
Proof. “⇒” Clearly (because if we have x∈H such that x* = x΄∨0 = 0 ⇒x΄ 

= 0 ⇒x = 1).   

“⇐”. Let x∈H. We have x∧x* = 0 and (x∨x* )* = x*∧x** = 0, hence        
x∨x* ∈D(H). By hypothesis x∨x* = 1, hence x* is the complement of x , 
so H is a  Boolean algebra.  ∎ 
 
b.Hilbert and Hertz algebras 
 
5.2. Definitions. Notations. Examples.Rules of calculus 
 
Following Diego (see [37, p. 4]), by Hilbert algebra we mean the following 
concept: 
 
Definition 5.2.1. We call Hilbert algebra an algebra (A,→, 1), of type 
(2,0) satisfying the following conditions: 
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a1: x → (y → x) = 1; 
a2: (x → (y → z)) → ((x → y) → (x → z)) = 1; 
a3: If x → y = y → x = 1, then x = y. 
 
In the same paper it is proved that Definition 5.2.1 is equivalent with  
 
Definition 5.2.2. A Hilbert algebra is an algebra (A,→), where A is a 
nonempty set and → a binary operation on A such that  the following 
identities are verified :  
a4: (x → x) → x = x; 
a5: x → x = y → y; 
a6: x → (y → z) = (x → y) → (x → z); 
a7: (x → y) → ((y → x) → x) = (y → x) → ((x → y) → y). 
 
We deduce that the class of Hilbert algebras is equational. In [73]and [75], 
Hilbert algebras are called positive implicative algebras. 
 
Examples  
 
1. If (A, ≤ ) is a poset with 1, then (A,→, 1) is a Hilbert algebra, where for x, 
y ∈ A,  
 
                                      1,  if  x ≤ y                     
                 x → y =       
                                      y,  if  x ≰ y . 
   
2. If X is a nonempty set and τ a topology on X, then (τ,→, X) becomes a  
Hilbert algebra if for D1, D2 ∈ τ, we define  
 
                    D1 → D2 = int [(X \ D1) ∪ D2]. 
 
3. If (A,∨,∧,0) is a Heyting algebra then for every x, y ∈ A there is an 
element denoted by x → y ∈ A such that if z ∈ A, then x ∧ z ≤ y iff  z ≤ x 
→ y; so, (A,→, 1) become a Hilbert algebra (where 1 = a → a, for an 
element a ∈ A). 
4. If (A,∨,∧,ʹ,0,1) is a Boolean algebra, then (A,→,1) is a Hilbert algebra, 
where for x, y ∈ A, x → y = xʹ ∨ y. 
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5. There are Hilbert algebras which are not Heyting or Boolean algebras. 
Such an example is offered by the following diagram (see [37, p.9]):  

 
The table of composition of this diagram is given by Skolem and it is 
mentioned in [37], at page 10. 
If (A,→) is a Hilbert algebra in the sense of Definition 5.1.2, then we denote 
1 = a → a for some element a ∈ A (this is possible by the axiom a5). 
On A we define a relation of order: x ≤ y iff x → y = 1 (see [37, p.5]). This 
order will be called the natural ordering on A. Relative to the natural 
ordering on A, 1 is the greatest element. If relative to natural ordering A has 
the smallest element 0, we say that A is bounded; in this case, for x ∈ A we 
denote x* = x → 0.   If A is a Boolean algebra, then x* = xʹ. 
 
Definition 5.2.3. If A is a Hilbert algebra, we call deductive system  in A  
every non-empty subset D of A which verifies the following axioms:  
a8: 1 ∈ D; 
a9: If x, y ∈ A and x, x → y ∈ D, then y ∈ D. 
 
It is immediate that {1} and A are trivial examples of deductive systems of 
A; every deductive system different from A will be called proper. 
We denote by Ds(A) the set of all deductive systems of A. If A is bounded, 
then D ∈ Ds(A) is proper iff 0 ∉ D. 
In the case of  Heyting or Boolean algebras, the deductive systems are in 
facts the filters of respective algebras. 
For two elements x, y of a bounded Hilbert algebra A we denote: 
                   x ⊔ y = (x → y) → y; 
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       x ⊻ y = x* → y; 
       x ∆ y = (x → y) → ((y → x) → x). 
As it follows x ⊔ y, x ⊻ y,  x ∆ y are by natural order on A, majorants for  x 
and y.   
It is shown that in general, this majorants are different  for a pair (x, y) of 
elements in A; it is also shown what they becames in an Heyting or Boole 
algebra and in what case one of them is the supremum of x and y. 
 
Definition 5.2.4. If A is a Hilbert algebra, we call Hilbert subalgebra of A 
every nonempty subset S ⊆ A which verifies the axiom 
a10: If x, y ∈ S, then x → y ∈ S. 
 
If A is bounded, we add, to a9,the condition that 0 ∈ S. 
In the case of unbounded Hilbert algebras, their deductive systems are also 
Hilbert subalgebras. We denote by Alg(A) the set of all subalgebras of A 
(see Chapter 3). 
 
Definition 5.2.5. If A1 and A2 are two Hilbert algebras, a function              
f : A1 → A2, will be called morphism of Hilbert algebras if for every x, y 
∈ A1  we have:  
a11: f(x → y) = f(x) → f(y). 
 
If A1 and A2 are bounded Hilbert algebras, f will be called morphism of  
bounded Hilbert algebras if verifies a11 and the condition  f(0) = 0.  
We note that the morphisms of Hilbert algebras map 1 into 1 (this follows 
immediate from a11 if we consider x = y = 1). 
In what follows by Hi (respective, iH ) we denote the category of Hilbert  
algebras (respective, bounded Hilbert algebras). 
Since the class of Hilbert algebras is equational, in Hi the monomorphisms 
are exactly injective morphisms; the same thing is also valid for iH (see 
Proposition 4.2.9). 
 
Definition 5.2.6. If A is a Hilbert algebra and S ⊆ A is a non-empty 
subset, we denote  by <S> the lowest deductive system of A (relative to 
inclusion) which contains S; we call <S>  deductive system generated by 
S. 
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 In [80] Tarski proves that U

finiteF
SF

FS
,⊆

= .   

If  F = {a1, a2, ..., an} ⊆ A is a finite set, we denote by  <a1,a2,..., an>=<F>; if 
F = {a} ⊆ A, then we denote <a> = <F> which will be called the principal 
deductive system generated by a.  
In [75,p. 27]  it is proved that   
 <a1, a2, ..., an>  = {x ∈ A : a1 → (a2 → ... → (an → x) ...) = 1}. 
In particular, we deduce that <a> = {x ∈ A :  a ≤ x} = [a). 
It is immediate that relative to inclusion Ds(A) becomes a bounded lattice, 
where for D1, D2 ∈ Ds(A), D1 ∧ D2 = D1 ∩ D2, D1 ∨ D2 = < D1 ∪ D2 >, 0 = 
{1}   and 1 = A.  
 
Definition 5.2.7. An element x of a Hilbert algebra A is called regular  if   
x** = x  and dense if x* = 0. 
 
We denote by D(A), respective R(A), the set of all dens, respective regular 
elements of A. 
If A is a Hilbert algebra and D∈Ds(A), then the relation (x, y)∈ θ(D) iff   x 
→ y, y → x ∈ D is a congruence on A (see [18], [37]); for an element x ∈ 
A  we denote by x/D the equivalence class of a relative to θ(D) and by A/D 
the quotient Hilbert algebra, where for x, y∈ A, (x/D) → (y/D) = (x → y)/D 
and 1 =  1/D = D. 
 
Definition 5.2.8. If (A, ≤) is a poset with 1, we say that p∈A is the  
penultimate element of A, if p ≠ 1 and for every x ∈ A, x ≠ 1, we have x ≤ 
p. 
 
Remark 5.2.9. If A and Aʹ are Hilbert algebras and f : A → Aʹ is a 
morphism of Hilbert algebras, we denote by Ker(f) = {x ∈ A: f(x) = 1}. It is 
immediate that  Ker(f) ∈ Ds(A) and f is injective iff Ker(f) = {1}, (see 
[18],[37]). 
 
Now let some rules of calculus in a Hilbert algebra. 
 
Theorem 5.2.10. If A is a Hilbert algebra and x, y, z ∈ A, then : 
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c1: 1 → x = x, x → 1 = 1; 
c2: x ≤ y → x, x ≤ (x → y) → y; 
c3: x → (y → z) = y → (x → z); 
c4: x → y ≤ (y → z) → (x → z); 
c5: If x ≤ y, then z → x ≤ z → y and y → z ≤ x → z; 
c6: ((x → y) → y) → y = x → y. 
 
Proof. Excepting c6, all is proved in [37, p.5].  
To prove c6, we deduce from c2 and c5 that ((x → y) → y) → y ≤ x → y and 
by c2 that x → y ≤ ((x → y) → y) → y, hence ((x → y) → y) → y = x → y  
∎ 
 
Corollary 5.2.11. If A is a bounded Hilbert algebra and x, y ∈ A,  then  
c7:  0* = 1, 1* = 0; 
c8:  x → y* = y → x*; 
c9:  x → x* = x*, x* → x = x**, x ≤ x**, x ≤ x* → y; 
c10: x → y ≤ y* → x*; 
c11: If x ≤ y, then y* ≤ x*; 
c12: x*** = x*. 
 
Proof. c7 follows from c1 for x = 0. c8 follows from c3 for z = 0. The first 
relation of c9 follows from a6 for y = x and z = 0, the third relation follows 
from   c2 for y = 0 and for the last relation we use c6.  ∎ 
 
Remark 5.2.12. If (X, τ) is a topological space and D ∈ τ, then                  
D* = int(X - D), D** = int( D ), where D is the aderence of D. 
For n elements x1, x2, ..., xn of a  Hilbert algebra A we define: 
 
                                                xn,                                 if n = 1                     
     ( x1, x2, ..., xn-1 ; xn ) =       
                                                 x1 → (x2, ..., xn-1 ; xn ), if n ≥ 2  
 
Theorem 5.2.13. Let A be a Hilbert algebra and x, y, x1, x2, ..., xn ∈A      
(n ≥ 2).  
Then: 
c13: If σ is a permutation of elements of the set {1, 2, ..., n}, we have             
(xσ(1) , xσ(2) , ..., xσ(n) ; x) = (x1, ..., xn; x); 
c14: x → (x1, x2, ..., xn-1; xn)=(x, x1, ..., xn-1; xn)=…=(x1, x2,... , xn-1, x; xn); 
c15: (x1, x2, ..., xn; x → y) = (x1, x2, ..., xn; x) → (x1, x2, ... , xn; y). 
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Proof. c13 and c14 follow using mathematical induction relative to n and  c15 
follow from a6. ∎ 
 
Remark 5.2.14. If A is a Hilbert algebra without 0, then by adding a new 
element 0 ∉ A and define in Aʹ = A ∪{0} the implication  as in table 
 

→ 0      x      
1 

0 
x 
1 

1      1      
1 
0      1      
1 
0      x      
1 

 
 
 (where x ∈ A ), then (Aʹ, →, 0, 1) becomes a bounded Hilbert algebra. 
We verify the axioms a4 – a7. 
a4: (0 → 0) → 0 = 1 → 0 = 0; 
a5: 0 → 0 = 1 = x → x for every x ∈ A; 
a6: If x = 0 and y, z ∈ A, then x → (y → z) = 0 → (y → z) = 1  and          (x 
→ y) → (x → z) = (0 → y) → (0 → z) = 1 → 1 = 1, so a6 is verified. 
If  y = 0, then x → (y → z) = x → (0 → z) = x → 1 = 1 and                       (x 
→ y) → (x → z) = (x → 0) → (x → z) = 0 → (x → z) = 1, hence a6 is 
verified. 
If z = 0, then x → (y → z) = x → (y → 0) = x → 0 = 0 and                        (x 
→ y) → (x → z) = (x → y) → (x → 0) = (x → y) → 0 = 0, so a6 is also 
verified. 
If x = y = 0 and z ∈ A, then x → (y → z) = 0 → (0 → z) = 1 and              (x 
→ y) → (x → z) = (0 → 0) →(0 → z) = 1 → 1 = 1, hence a 6 is verified. 
If y = z = 0, then x → (y → z) = x → (0 → 0) = x → 1 = 1 and                 (x 
→ y) → (x → z) = (x → 0) → (x → 0) = 0 → 0 = 1, hence a6 is also 
verified. 
If x = z = 0, then x → (y → z) = 0 → (y → 0) = 0 → 0 = 1 and                 (x 
→ y) → (x → z) = (0 → y) → (0 → 0) = 1 → 1 = 1, hence a6  is verified. 
Since we have verified all possibilities, we deduce that a6 is verified. 
a7: If x = 0, then (x → y) → ((y → x) → x) = (0 → y) → ((y → 0)→ 0) =  1 
→ (0 → 0) = 1 → 1 = 1 and (y → x) → ((x → y) →  y) =                                    
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(y → 0) → ((0 → y) → y) = 0 → (1 → y) = 0 → y = 1, hence a7 is also 
verified. 
If y = 0, analogously we deduce that a7 is verified. 
             If x = y = 0, then (x → y) → ((y → x) → x) = ( 0→ 0) → ((0 → 0) 
→ 0) = (y → x) → ((x → y) → y) hence a7 is true. 
 
Remark 5.2.15. In general, in a bounded  Hilbert  algebra, for two elements   
x, y, the elements x ⊔ y,  x ⊻ y and x ∆ y are different two by two. 
 Indeed, if A = {0, a, b, c, d, e, f, g, h, i, j, k, m, n, 1} is the Skolem’s 
example, then the table of composition is the following:  
 

→ 
→ 

 0  a b 
b 

c 
c 

 d e 
e 

f 
f 

 
g 

h 
h 

i 
i 

 j k 
k 

m 
m 

 n  1 

0 1 1 1  1  1 1 1 1 1 1 1 1 1 1 1 
a 0 1 h 1 h 1 h 1 h 1 1 1 1 1 1 
b 0 g 1 g 1 g 1 g 1 1 1 1 1 1 1 
c 0 m  h 1 h m  h 1 h 1  m 1 m 1 1 
d 0 g k g 1 g k g 1 k 1 k 1 1 1 
e 0 n d n d 1 h 1 h n n 1 1 n 1 
f 0 c n c n g 1 g 1 n n 1 1 n 1 
g 0 j d n d m h 1 h n j 1 m n 1 
h 0 c i c n g k g 1 i n k 1 n 1 
i 0 e h g n e h g h 1 m 1 m 1 1 
j 0 g f g h g f g h k 1 k 1 1 1 
k 0 a d c d e h g h n j 1 m n 1 
m 0 c b c d g f g h i n k 1 n 1 
n 0 e f g h e f g h k m k m 1 1 
1 0 a b c d e f g h i j k m n 1 

 
For the elements a, b we have:  
a ⊔ b = (a → b) → b = h → b = i  
a ⊻ b = (a → 0) → b = 0 → b = 1 
a ∆ b = (a → b) → ((b → a) → a) = h → (g → a) = h → j = n,   
so the elements a ⊔ b, a ⊻ b and a ∆ b in general are different two by two. 
 
If A is a Heyting, it doesn’t result that for x, y ∈ A, x ⊔ y, x ⊻ y or x ∆ y is 
the supremum of x and y; indeed, if A is the chain {0, x, y, 1}, this become 
in canonical way Hilbert (Heyting) algebras.  
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In this algebra we have: x ∆ y = (x → y) → ((y → x) → x) = 1 → (x → x) = 
1 → 1 = 1, but x ∨ y = y; also x ⊻ y = (x → 0) → y = 0 → y = 1 ≠ x ,y. 
If A is a Boolean algebra, then for x, y ∈ A we have x ⊔ y = x ⊻ y =         x 
∨ y. 
Indeed, x ⊔ y = (x → y) → y = (x → y)ʹ ∨ y = (xʹ ∨ y)ʹ ∨ y  =               (x 
∧ yʹ) ∨ y = (x ∨ y) ∧ (yʹ∨ y) = x ∨ y,   x ⊻ y = xʹ→ y = xʹʹ∨ y = x ∨ y,         
x ∆ y =  (x → y) → ((y → x) → x) = (xʹ∨ y)ʹ ∨ (x ∨ y) =  (x ∧ yʹ) ∨ (x ∨ 
y) =   x ∨ y. 
 
Theorem 5.2.16. If A is a bounded Hilbert algebra and x, y, z ∈A, then  
c16: x ≤ x ⊔ y, y ≤ x ⊔ y, x ⊔ x = x, x ⊔ 0 = x**, x ⊔ 1 =1,  x ⊔ x* = 1,   x 
≤ y iff x ⊔ y = y, (x → y) ∧ (x ⊔ y ) = y; 
c17: x ≤ x ⊻ y, y ≤ x ⊻ y,  x ⊻ x = x**, x ⊻ 0 = x**, x ⊻ 1 = 1,                   
x ⊻ x* = 1. 
 
Proof. c16. From c2 we deduce that x ⊔ y is a majorant for x and y. We have 
x ⊔ x = (x → x) → x = 1 → x = x, x ⊔ 0 = (x → 0) → 0 = x**, x ⊔ 1 =       
(x → 1) → 1 = 1 → 1 = 1, x ⊔ x* = (x → x*) → x*= x*→ x*= 1. If x ≤ y, 
then     x ⊔ y = (x → y) → y = 1 → y = y. 
If x ⊔ y = y, since x ≤ x ⊔ y we deduce that x ≤ y. 
We have that x ≤ y → x and x ≤ ((y → x) → x and let t ∈ A such that       t 
≤ y → x and t ≤ ((y → x) → x.   
Then ((y → x) → x) → x ≤ t → x, hence y → x ≤ t → x; since t ≤ y → x,  
by transitivity we deduce that t ≤ t → x, hence t ≤ x, from where the last 
equality results. 
c17. From 0 ≤ y  we deduce that x → 0 ≤ x → y, hence x* ≤ x → y and    x ≤ 
x* → y, therefore x ≤ x ⊻ y. Also, x ⊻ x = x* → x; now let’s prove that  x* 
→ x = x**. For this, if in a7 we consider y = 0, we obtain (x → 0)→((0 → 
x) → x) = (0 → x) → ((x → 0)→ 0), hence x* → x = x**. We also have x 
⊻ 0 = x* → 0 = x**, x ⊻ 1 = x* → 1 = 1 and x ⊻ x*  = x* → x* = 1. ∎ 
 
Theorem 5.2.17. If A is a bounded Hilbert algebra and x, y,  z ∈A, then  
c18: x ∆ y = y ∆ x, x ≤ x ∆ y, y ≤ x ∆ y; 
c19: x ∆ x = x,  x ∆ 0 =  x**, x ∆ 1 = 1;   
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c20: x ∆ ( x → y ) = 1, x ∆ x* = 1; 
c21: z → (x ∆ y ) = (z → x) ∆ (z → y);  
c22: (x → y) ∆ z = x → (y ∆ z), (x → y)** = x** → y**; 
c23: (x → y) ∆ (y → x) = 1. 
 
Proof. c18. Follows from a7 and c2. 
c19. We have x ∆ x = (x → x) → ((x → x) → x) = 1 → (1 → x) =            1 
→ x = x, x ∆ 0 = (x → 0) → ((0 → x) → x) = x* → (1 → x) = x* →x = 
x**,  and x ∆ 1 = (x → 1) → ((1 → x) → x ) = 1 → (x → x) = 1 → 1 = 1. 
c20. We have x ∆ (x → y) = (x → (x → y)) → (((x → y) → x) → x) =       = 
(x → y) → (((x → y) → x) → x) = 1 (by c2). 
For y = 0, we obtain that x ∆ x* = 1. 
c21. Using a6 we have z →(x ∆ y) = z → ((x → y) →((y → x) → x)) =   (z 
→ (x → y))→ (z → ((y → x) → x)) = ((z → x) → (z → y)) → (((z → y) →     
(z →x)) → (z → x)) = (z → x) ∆ (z → y). 
c22. We have (x → y) ∆ z  = ((x → y) → z) → ((z → (x → y)) →             (x 
→ y)). 
But (z → (x → y)) → (x → y)  =  (x → (z → y)) → (x → y) =                   x 
→ ((z → y) → y) hence (x → y) ∆ z = ((x → y)→ z) → (x → ((z → y) → 
y)) =  x → (((x → y) → z) → ((z → y) → y)) = ((x → y) → (x → z)) →                         
(x → ((z → y) → y)) = x → ((y → z) → ((z → y) → y)) = x → (y ∆ z), that 
is, the desired relation. 
For z = 0 we obtain that (x → y) ∆ 0 = x → (y ∆ 0). By c19 we have          (x 
→ y) ∆ 0 = (x → y)** and y ∆ 0 = y**, so (x → y)** = x → y**. 
By c8 we have x → y** = y* → x* and x** → y**  = y* → x*** =          y* 
→ x*, hence (x → y)** = x** → y**. 
c23. We have (x → y) ∆ (y → x) = ((x → y) → (y → x)) → (((y → x) →   (x 
→ y)) → (x → y)). But (x → y) → (y → x) = y → ((x → y) → x)  =                 
((y → (x → y)) → (y → x) = 1 → (y → x) = y → x, hence (x → y) ∆ (y → 
x) =   (y → x) → ((x → y) → (x → y)) = (y → x) → 1 = 1. ∎ 
 
In the following paragraphs we will put in evidence some rules of calculus 
relative to ⊻ and ∆.  
We recall that for two deductive systems D1, D2∈ Ds(A), in the lattice 
(Ds(A), ⊆) we have D1∨D2 = <D1∪ D2>. 
 
Theorem 5.2.18. If A is a Hilbert algebra and D1, D2∈ Ds(A), then           
D1 ∨ D2 = {x ∈ A: there are x1, x2, ..., xn ∈ D1 such that (x1, ... , xn; x) ∈ 
D2}. 
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Proof. Let D = {x ∈ A: there are x1, x2, ..., xn ∈ D1  such that                  (x1, 
... , xn; x) ∈ D2}. 
Firstly we will prove that D ∈ Ds(A). Clearly 1∈D and let x, x → y ∈ D;  
then there are x1, x2, ..., xn, y1, y2, ..., ym ∈ D1 such that (x1, x2, ..., xn; x),             
(y1, y2, ..., ym; x → y) ∈ D2. 
By c15 we deduce that (y1, y2, ..., ym; x)→ (y1, y2, ..., ym;  y) ∈ D2, therefore   
xn → ((y1, y2, ..., ym; x) → (y1, y2, ..., ym;  y)) ∈ D2. 
 
By c14 and c15 we can write the last relation as  
(y1, y2, ..., ym ; xn → x) →(y1, y2, ..., ym; xn → y) ∈ D2. 
By inductively reasoning relative to n we deduce that                              (y1, 
y2, ..., ym, x1, x2, ..., xn; x) → (y1, y2, ..., ym, x1, x2, ..., xn; y) ∈ D2. 
Since (y1, y2, ..., ym, x1, x2, ..., xn; x) = (y1, y2, ..., ym; (x1, x2, ..., xn; x)) ∈ D2  
we deduce that (y1, y2, ..., ym, x1, x2, ..., xn; y)∈ D2, hence y ∈ D. 
We will prove that D1 ∨ D2 ⊆ D. If x ∈ D1, then, since x → x =1, we 
deduce that x ∈ D, hence D1 ⊆ D. Since for x ∈ D2, 1 → x = x ∈ D2 we 
deduce that D2 ⊆ D, hence D1 ∨ D2 ⊆ D.   
To prove D ⊆ D1 ∨ D2 , let x ∈ D; then there are x1, x2, ..., xn ∈ D1 such 
that (x1, x2, ..., xn; x) ∈ D2 ⊆ D1 ∨ D2. 
Since (x1, x2, ..., xn; x) = (x2, ..., xn; x) ∈ D2 ⊆ D1 ∨ D2 and x ∈ D1 we 
deduce that (x2, ..., xn; x)∈ D1 ∨ D2; reasoning inductively relative to n, we  
deduce that x ∈ D1 ∨ D2, hence D ⊆ D1 ∨ D2.  ∎ 
 
Corollary 5.2.19. If A is a Hilbert algebra, D ∈ Ds(A),                             
a, x1, x2, ..., xn ∈  A, then  
c24: [a) ∨ D = {x ∈ A : a → x ∈ D}; 
c25: <x1, x2, ..., xn> = {x ∈ A: (x1, x2, ..., xn; x) = 1}. 
 
Proof. c24. Let x ∈ [a) ∨ D; by Theorem 5.2.18  there are x1, x2,..., xn ∈ D  
such that (x1, x2, ..., xn; x) ∈ [a), hence  
a ≤ (x1, x2, ..., xn; x) ⇔ (x1, x2, ..., xn; a →x)  = 1. 
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Since x1, x2, ..., xn ∈ D and x1 →(x2, x3, ..., xn; a → x) = 1 ∈ D, we deduce  
that (x2, x3, ..., xn; a → x) ∈ D; successively we deduce that a → x ∈ D, 
hence      [a) ∨ D ⊆ {x ∈ A: a → x ∈ D}. Since the other inclusion is clear 
(since  a ∈ [a)) we obtain the equality from the enounce. 
c25. We write <x1, x2, ..., xn> = <x1, x2, ..., xn-1> ∨ [xn) and use c24.  ∎ 
 
In what follows we will establish the condition that a  Hilbert algebra is a  
Boolean algebra relative to natural ordering. 
 
Theorem 5.2.20. For a bounded Hilbert algebra A, the following 
assertions are equivalent: 
(i) A is a Boolean algebra relative to natural ordering; 
(ii) For every x ∈ A, x** = x. 
 
Proof. (i)⇒(ii). If  A is a Boolean algebra relative to natural ordering, then 
for every x ∈ A we have x** = xʹʹ = x. 
(ii)⇒(i).Firstly we shall  prove that for every x, y∈A there are x ∧ y∈A and 
x ∧ y = (x → y*)*. 
Indeed, from 0 ≤ y* we deduce successively x → 0 = x* ≤ x → y*,               
(x → y*)* ≤ x** = x and by y* ≤ x → y* we deduce that (x → y*)* ≤ y** = 
y. Now let t ∈ A such that t ≤ x,  t ≤ y. Then y* ≤ t*, hence x → y* ≤ x → 
t* ≤          t → t* = t*, therefore t = t** ≤ (x → y*)*. 
We have to prove now that for every x, y ∈ A there are x ∨ y ∈ A and     x 
∨ y = x* → y = x ⊻ y. 
Indeed, by c17 x, y ≤ x ⊻ y. Now let t ∈ A such that x ≤ t and y ≤ t. From   x 
≤ t we deduce that t* ≤ x*, hence x* → y ≤ t* → y ≤ t* → t = t** = t. 
Therefore we have proved that (A, ∨, ∧, 0, 1) is a bounded lattice. 
We have to prove now that A is a Heyting algebra.  
Indeed, if x, y, z ∈ A, then x ∧ z ≤ y ⇔ (x → z*)*≤ y, hence we deduce 
that y*≤ x → z* ⇒ x ≤ y*→ z* ≤ z** → y** = z → y  ⇒ z ≤ x → y. Since 
the proof of converse implication is analogous, we deduce that x∧z ≤ y iff z 
≤ x → y, hence (A, ∨, ∧, →, 0) is a Heyting algebra. 
Following Corollary 5.1.20, to prove that A is a Boolean algebra it will 
suffice to prove that D(A) = {1}.   
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Indeed, if  x ∈ D(A), then x* = 0, hence x = x** = 0* = 1. ∎ 
 
Corollary 5.2.21. A bounded Hilbert algebra A is a Boolean algebra  
(relative to natural ordering ) iff  for every x, y ∈ A we have (x → y) → 
x = x. 
 
Proof. “⇒” If A is a Boolean algebra, then for every x, y∈A,we have       (x 
→ y) → x = (x → y)ʹ ∨ x = (xʹ ∨ y) ʹ∨ x = (xʹʹ ∧ yʹ) ∨ x  = (x ∧ yʹ) ∨ x 
= x. 
“⇐” If (x → y) → x = x for every x, y ∈ A, then for y = 0  we obtain that 
for every x ∈ A, x* → x = x, hence x** = x. By Theorem 5.2.20, A is a 
Boolean algebra. ∎ 
 
Corollay 5.2.22. For a bounded Hilbert algebra A, the following 
assertions are equivalent: 
(i)   A  is Boolean algebra (relative to natural ordering); 
(ii)  For every x, y ∈ A,  x ⊔ y = y ⊔ x; 
(iii) For every x, y ∈ A,  x ⊻ y = y ⊻ x; 
(iv) For every x, y ∈ A,  x ⊔ y = x ∨ y; 
(v)  For every x, y ∈ A,  x ⊻ y = x ∨ y. 
 
Proof. The implications (i)⇒(ii), (iii), (iv), (v) are immediate, since in a 
Boolean algebra A for any elements x, y ∈ A we have x ⊔ y  = x ⊻ y = x ∨ 
y. 
(ii) ⇒ (i). If in the equality (x → y) → y = (y → x) → x  we put y = 0, we 
obtain that (x → 0) → 0 = (0 → x) → x, hence x** = x and apply  Theorem 
5.2.20. 
(iii)⇒(i). If in the equality x* → y = y* → x we put y = 0 we obtain that       
x* → 0 = 0* → x, hence x** = x and if we apply Theorem 5.2.20. 
(iv)⇒(i). Also if in the equality (x → y) → y = x∨y if we put y = 0, then we  
obtain that x** = x and apply Theorem 5.2.20. 
(v)⇒(i). If in the equality x* → y = x ∨ y  we put y = 0, then we obtain that  
x** = x and  we apply Theorem 5.2.20.  ∎ 
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Corollary 5.2.23. If A is a bounded Hilbert algebra, then the following 
assertions are equivalent: 
(i)   A is Boolean algebra (relative to natural ordering); 
(ii)  For every x, y ∈ A, x ∆ y = x ∨ y; 
(iii) For every x, y, z ∈ A, if x ≤ y, then x ∆ z ≤ y ∆ z. 
 
Proof. The implications (i)⇒ (ii), (iii) are true because A is a Boolean 
algebra, hence if x, y ∈ A, then x ∆ y = x ∨ y. 
(ii)⇒(i). For y = 0, we obtain that for every x ∈ A, x ∆ 0 = x∨0 ⇔      x** 
= x  and applying  Theorem 5.1.20. 
(iii)⇒(i). Since 0 ≤ x, then x ∆ 0 ≤ x ∆ x, hence x**≤ x, therefore x** = x  
and applying Theorem 5.2.20. ∎ 
 
The following result shows that and for Hilbert algebras we have a theorem 
of Glivenko type (see and Proposition 2.6.17): 
 
Theorem 5.2.24. If A is a bounded Hilbert algebra, then R(A) becomes a  
Boolean algebra, where for x, y ∈ R (A), 
  x ∧ y = (x → y*)*  ∈ R (A) 
  x ∨ y = (x*∧ y*)* ∈ R (A) 
  xʹ = x* ∈ R (A). 
The function φA : A → R(A),  φA (x) = x**  for every x ∈ A is a 
surjective morphism of bounded Hilbert algebras. 
 
Proof. Firstly we remark that if x, y ∈ R(A), then x** = x and y** = y,  
hence x → y ∈ R(A), because by c22 we have (x → y)** = x → t. The proof  
continues as in the case of  Theorem 5.2.20, because in fact x ∨ y = (x*→ 
y**)** = (x*→ y)** = x* → y =  x ⊻ y. 
The fact that φA is a surjective morphism of bounded Hilbert algebras 
follows from c12 and c22.  ∎ 
 
Lemma 5.2.25. If A is a bounded Hilbert algebra, then D(A) ∈ Ds(A). 
 
Proof. Since 1* = 1 → 0 = 0 we deduce that 1 ∈ D(A). 
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Now let’s suppose that x, x → y ∈ D(A); then x* = (x → y)* = 0  and we 
will prove that y* = 0. 
By (x → y) → 0 = 0 we deduce that x → ((x → y) → 0) = x → 0 =  0, hence        
(x → y) → (x → 0) = 0 ⇔ x → (y → 0) = 0⇔ x → y* = 0. On the other 
hand, by   x → 0 = 0 we deduce that y →(x → 0) = y → 0⇔ x → y* = y*. 
Since x → y* = 0, we deduce that y* = 0, hence y ∈ D(A).  ∎ 
 
Lemma 5.2.26. If A is a bounded Hilbert algebra, then:   
(i) For every  x ∈ A, x** → x ∈ D(A) ; x ∈ D(A) iff x = y** → y for 
some y ∈ A; 
(ii) For every x ∈ A there exists  x**∧ (x** → x) and x**∧(x** → x) = 
=x; 
(iii) For every x ∈ A, (x** → x) → x = x**. 
 
Proof. (i). Let d = x** → x; from c2 and c17 we deduce that x ≤ d and       
x*≤ d, hence d*≤ x* ≤ d, therefore d* ≤ d ⇔ d* → d = 1⇔d** = 1⇔ d* = 
0 ⇔   d ∈ D(A). 
If x ∈ D(A), then for y = x, we obtain that y** → y = 0* → x = 1 → x = x. 
(ii). Clearly x ≤ x** and x ≤ x** → x; now let t ∈ A such that t ≤ x** and    
t ≤ x** → x. We deduce that x** ≤ t → x, hence t ≤ x** ≤ t → x, so t ≤ x, 
that is,   x = x** ∧ (x** → x). 
(iii). If in a7 we consider y = x** we obtain (x → x**) → ((x** →x)→x) = 
(x** → x) → ((x → x**) → x**). 
Since x → x**= 1 we obtain that (x**→ x) → x = (x**→ x) → x** = 
=(x** → x) → (x*)* = x* → (x** → x)* = x* → 0 = x**.  ∎ 
 
Corollary 5.2.27. If A is a bounded Hilbert algebra, then for every x∈A  
we have  x = y ∧ z, with y = x** ∈ R(A) and z = x** → x ∈ D(A). 
 
Remark 5.2.28. In [66, p. 133], Nemitz  proves an analogous result for  
implicative semilattices. 
 
Theorem 5.2.29. Let A be a bounded Hilbert algebra  and x, y ∈ A. 
Then x** = y** iff there are d1, d2∈D(A) such that d1 → x = d2 → y. 
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Proof. "⇒". Suppose that d1 → x = d2 → y, with d1, d2 ∈ D(A). 
From c22  we deduce that (d1 → x)** = (d2 → y)**⇔d1**→ x** = d2** → 
y**.  Since d1** = d2** = 1, we deduce that x** =  y**. 
"⇐". If x** = y**, then by Lemma 5.2.26, (iii) we deduce that                  
(x** → x) → x = x** = y** = (y** → y) → y hence we can consider                      
d1 = x** → x ∈ D(A) and d2 = y** → y ∈ D(A).  ∎ 
 
Remark 5.2.30. If A is an implicative semilattice, in [63] Nemitz prove 
that x** = y**  iff   there is d ∈ D(A) such that d ∧ x = d ∧ y. 
 
In what follows we will extend the notions of dense and regular elements in 
the case of unbounded Hilbert algebras. 
 
Definition 5.2.31. If A is a Hilbert algebra and x, y ∈ A, we say that y is 
fixed by x if x → y = y. If S ⊆ A, we say that S is fixed by x iff every 
element of  S is fixed by x. If T ⊆ A, we say that S is fixed by T if every 
element of S is fixed by T. 
 
We denote for S ⊆ A, Fix(S) = {x ∈ A: S is fixed by x} =                        {x 
∈ A : x → s = s  for every s ∈ S} and  
Fixat(S) = {x ∈ A: x is fixed by S}={x ∈ A: s → x = x  for every s ∈ S}. 
 
Lemma 5.2.32. If A is a Hilbert algebra, then for every S ⊆ A,         
Fix(S) ∈ Ds(A) and Fixat(S) ∈ Alg(A). 
 
Proof. Firstly we will prove that Fix(S) ∈ Ds(A).  
Since for every s ∈ S, 1 → s = s we deduce that 1 ∈ Fix(S).  
Suppose that x, x → y ∈ Fix(S), that is, x → s  =  (x → y) → s = s for every 
s ∈ S. 
We deduce that for every s∈S,  (x → y) → (x → s) = s, hence successively 
we obtain x → (y → s) = s, y → (x → s) = s, y → s = s, therefore y∈Fix(S). 
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To prove Fixat(S) ∈ Alg(A), let x, y ∈ Fixat(S); then s → x = x and          s 
→ y = y for every s∈ S. Then for every s ∈ S we have s → (x → y) =                 
(s → x) → (s → y) = x → y, hence x → y ∈ Fixat(S).  ∎ 
 
Lemma 5.2.33. Let A be a Hilbert algebra and x∈A.  
Then Fixat({x}) = x → A, where x → A = {x → y: y ∈ A}. 
 
Proof. By definition, Fixat({x}) = {z ∈ A: x → z = z}. If                           y 
= x → z ∈ x → A (hence z ∈ A), then  x → y = x → (x → z) = x → z = y, 
hence  y ∈ Fixat({x}), so, we obtain the inclusion x → A ⊆ Fixat({x}). If                        
y ∈ Fixat({x}), then y = x → y ∈ x → A, hence Fixat({x}) ⊆ x → A, that 
is, Fixat({x}) = x → A .  ∎ 
 
Lemma 5.2.34. If A is a Hilbert algebra and x, y ∈ A, then x→A= y→A 
iff  x = y. 
 
Proof. It is suffice to prove the implication: if  x → A ⊆ y → A, then          x 
≤ y. 
From x → A ⊆ y → A we deduce that for every z ∈ A there is t ∈ A   such 
that x → z = y → t. In particular, for z  =  y we find t∈A such that x → y =    
y → t. 
Since y ≤ x → y we deduce that y ≤ y → t ⇔ y → t = 1, hence                    
x → y = 1 ⇔ x ≤ y.  ∎ 
 
The dual notion of implicative semilattice is the notion of difference 
semilattice. If (A,∨, 0) is a join–semilattice with 0, we say that A is a 
difference semilattice if for any elements x, y ∈ A there is an element of A 
denoted by x - y such that x - y = sup{z ∈ A: x ≤ y ∨ z}. 
It is immediate that if A is a difference semilattice and x,y,z ∈ A, then we 
have the following  rules of calculus: 
c26: x - y ≤ x; 
c27: x - (y ∨ z) = (x - y) - z = (x - z) – y; 
c28: (x - z) - (y - z) ≤ (x - z) – z; 
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c29: (x ∨ y) - z = (x - z) ∨ (y - z); 
c30: x = x – 0; 
c31: x ≤ y iff x - y = 0; 
c32: If  there exists y ∧ z, then x - (y ∧ z) = (x - y) ∨ (x - z); 
c33: If  there exists y ∧ z, then x = (x ∧ y) ∨ (x - z). 
 
Lemma 5.2.35. If A is a Hilbert algebra and x, y ∈ A, then in the join-
semilattice (Ds(A), ∨) (where 0 = {1}) there exists [x) – [y) and [x) – [y) 
=       [y → x). 
 
Proof. Firstly we will prove that [x)  ⊆ [y) ∨ [y → x). 
By c24 we have [y) ∨ [y → x) = {z ∈ A: y → z ∈ [y → x)} =                      
{z ∈ A: y → x ≤ y → z}, so if z ∈ [x) then  x ≤ z, hence y → x ≤ y → z, so           
z ∈ [y) ∨ [y → x); we deduce that [x) ⊆  [y) ∨ [y → x). 
Now let D ∈ Ds(A) such that [x) ⊆ [y) ∨ D and we will prove that                     
[y → x) ⊆D;  since x ∈ [x) we deduce that x ∈ [y) ∨ D,  hence y → x ∈ D, 
that is, [y → x) ⊆D.  ∎ 
 
Theorem 5.2.36. If A is a Hilbert algebra and x ∈ A, then                       
<x → A> = A – [x). 
 
Proof. Firstly we will prove that A ⊆ < x → A >∨ [x),  that is,                  < 
x → A > ∨ [x)  = A. 
By Theorem 5.1.18 it must be proved that for every a ∈ A there exist           
a1, a2, ..., an ∈ <x → A>  such that (a1, a2, ..., an; a) ∈ [x). 
Clearly a1 = x → a ∈ <x → A>; since x ≤ (x → a) → a = a1 → a, we deduce 
that (a1; a) = a1 → a ∈ [x), hence <x → A> ∨ [x) = A. 
Now let D ∈ Ds(A) such that [x)∨D = A; then for every  a ∈ A,                a 
∈ [x) ∨ D, hence x → a ∈ D. Then x → A ⊆ D, hence <x → A> ⊆ D.  ∎ 
 
After this training we can extend the notions of regular and dense element to 
the case of unbounded Hilbert algebras. 
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Definition 5.2.37. If A is an unbounded Hilbert algebra, we say that an 
element x∈A is regular if for every y ∈ A we have (x → y) → x =x. We 
denote by )(AR the set of all regular elements of A. 
 
Theorem 5.2.38. If A is a bounded Hilbert algebra, then )(AR  = R(A). 
 
Proof. If x∈ )(AR  then for every y ∈ A we have (x → y) → x = x; in  

particular for x = 0 we obtain (x → 0) → x = x ⇔  x** = x  ⇔  x ∈ R(A), 
hence  )(AR  ⊆ R(A). 

Now let x ∈R(A) and y∈ A  . 
Since  0 ≤ y  we  deduce that x* ≤ x → y, hence (x → y) → x ≤ x* → x = 
x** = x; since x ≤ (x → y) → x  we deduce that (x → y) → x = x, hence x 
∈ )(AR , so R(A) ⊆ )(AR , that is, )(AR = R(A).  ∎ 
 
Definition 5.2.39. If A is an unbounded Hilbert algebra, we define    

))(()( ARFixAD = ; an element  x ∈ A  will be called dense if x ∈ 
)(AD (that is, x ∈ A  is dense iff for every r ∈ )(AR  we have x → r = r). 

 
Theorem 5.2.40. If A is a bounded Hilbert algebra, then )(AD = D (A). 
 
Proof.  Since (0 → y) → 0 = 1 → 0 = 0,  for every   y ∈ A, we deduce that  
0 ∈ )(AR .  

Let now  x ∈ D(A); since 0 ∈ R(A), in particular we obtain  x → 0 =        = 
0,  hence  x* = 0,  that is,  x ∈ D(A). 
Let now  x ∈ D(A), (hence x* = 0) and  r ∈ )(AR  = R(A), (hence r** = r). 
Then  x → r = x → r**= x → (r*→ 0) = r*→ (x → 0) = r*→ 0 =  r** = r, 
hence x ∈ )(AD , that is, )(AD = D(A).  ∎ 
 
 
 
 
 
5.3. The  lattice of deductive systems of a Hilbert algebra 
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According to the notations from Chapters 1 and 3, for a Hilbert algebra A   
we denote by Echiv(A) (respective, Con(A)) the set of all equivalence 
relations  (respective, congruence relations ) on A. 
For D ∈ Ds(A) we consider the equivalence relation θ(D) on A defined in  § 
1: (x, y) ∈ θ (D)  iff  x → y, y → x ∈ D. 
 
Lemma 5.3.1. θ(D) ∈ Con (A). 
 
Proof. Let x, xʹ, y, yʹ ∈ A such that (x, y), (xʹ, yʹ) ∈ θ(D), that is, x → y,  y 
→ x,  xʹ → yʹ,  yʹ → xʹ  ∈ D. 
We deduce that  x → (xʹ → yʹ),  x → (yʹ → xʹ) ∈ D, hence  (x → xʹ) → (x 
→ yʹ),  (x → yʹ) → (x → xʹ) ∈ D, that is,  (x → xʹ, x → yʹ)∈θ(D). 
Analogously we deduce that (x → yʹ,  y → yʹ) ∈ θ(D)  (since by c4, x → y 
≤ (y → yʹ) → (x → yʹ) and y → x ≤ (x → yʹ) → (y → yʹ)). By the 
transitivity of θ(D)   we deduce that (x → xʹ, y → yʹ) ∈ θ(D), hence θ(D) ∈ 
Con (A).  ∎ 
 
Lemma 5.3.2. If  θ ∈ Con (A), then D(θ) = { x ∈ A: (x, 1) ∈ θ } ∈ Ds(A). 
 
Proof. Clearly 1∈ D(θ); let x, x → y ∈ D(θ) and we shall  prove that  y ∈ 
D(θ). From (x, 1)∈ θ we deduce that (x → y, 1 → y) ∈ θ, hence (x → y, 
y)∈θ.  Then (y,1)∈θ (by the transitivity of θ), hence y ∈ D(θ), that is, D(θ) 
∈ Ds(A). ∎ 
 
Lemma 5.3.3. If D ∈ Ds(A) and θ ∈ Con(A), then  θ(D(θ)) = θ  and         
D(θ(D)) = D. 
 
Proof. We shall firstly prove by double inclusion that  θ(D(θ)) = θ . 
If  (x, y) ∈ θ, to prove (x, y) ∈ θ(D(θ)) it must be proved that  x → y, y → x 
∈ D(θ)⇔ (x → y, 1), (y → x, 1) ∈ θ, which is immediate because from  (x, 
y) ∈ θ  we deduce that (x → y, y → y), (y → x, y → y) ∈ θ, that is, (x → y, 
1),                (y → x, 1) ∈ θ. Hence θ ⊆ θ(D(θ)). For the other inclusion, let 
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(x, y) ∈ θ(D(θ)) ⇔(x → y, 1), (y → x, 1) ∈ θ. Since θ is a congruence on A 
we deduce that:  
(1) ((x → y) → y, y), ((y → x) →x, x) ∈ θ.    
From (1) we deduce that:  

(2)  




∈→→→→→→
∈→→→→→→

.))(),)(()((
,))(),)(()((

θ
θ

xyxxxyyx
yxyyyxxy

 

But (y → x) → ((x → y) → y) = (x → y) → ((y → x) → x) = x∆y, hence 
from (2) we deduce that:  
 
(3) ((y → x) → y, (x → y) → x) ∈ θ. 
On the other hand, from (x → y, 1), (y → x, 1) ∈ θ we deduce that                           
((x → y) → x, x), ((y → x) → y, y) ∈ θ, so, if we use (3), we deduce that            
(x, y) ∈ θ,  hence we have the equality θ(D(θ)) = θ. 
To prove the equality D(θ(D)) = D, we use the equivalence x ∈ D(θ(D))  iff 
(x, 1) ∈ θ(D).  ∎ 
 
Theorem 5.3.4. If A is a Hilbert algebra, then there is a bijective isotone 
function between Con(A) and Ds(A). 
 
Proof. We define f : Con(A) → Ds(A) by f (θ) = D(θ)) for every        θ∈Con 
(A) and g : Ds(A) → Con(A) by g (D) = θ(D)  for every D ∈ Ds(A); it is 
immediate to see that f is isotone. Following  Lemma 5.3.3  we deduce that  

)(1 ADsgf =o and )(1 AConfg =o , hence  f   is bijective function and g  is its 

converse  ∎ 
 
If A is a Hilbert algebra, then (Ds(A),∨,∧) becomes a bounded lattice 
where for D1, D2 ∈ Ds(A), D1∧D2 = D1 ∩ D2 , D1∨ D2 = < D1 ∪ D2 >, 0 = 
{1} and 1 = A. 
In fact this is a complete lattice, where for a family {Di}i∈I of deductive 

systems of A, then  I
Ii

ii
Ii

DD
∈∈

=∧   and  U
Ii

ii
Ii

DD
∈∈

=∨ . 

For D1, D2 ∈ Ds(A)  we define  D1 → D2  =  {x ∈ A : [x) ∩ D1 ⊆ D2}. 
 
Lemma 5.3.5. If A  is a  Hilbert  algebra and  D, D1, D2 ∈ Ds(A), then   
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(i)   D1 → D2 ∈ Ds (A) ; 
(ii)  D1 ∩ D ⊆ D2   iff   D ⊆ D1 → D2. 
 
Proof.  (i). Since [1) = {1}, [1) ∩ D1 = {1} ⊆ D2, hence 1 ∈ D1 → D2. 
Now let x,  x → y ∈ D1 → D2; to prove that y ∈ D1 → D2  let                      t 
∈ [y) ∩ D1 ⇔ t ∈ D1 and y ≤ t. 
Since x ≤ (x → t) → t we deduce that (x → t) → t ∈ [x); since                    t 
≤ (x → t) → t, then (x → t) → t ∈ [x) ∩ D1 ⊆ D2, hence   
  (1) (x → t) → t ∈ D2. 
Analogously we deduce  
  (2) ((x → y) → t) → t ∈ D2. 
Since y ≤ t, from c5 we deduce successively: x → y ≤ x → t, (x → t) → t ≤ 
(x → y) → t, ((x → y) → t) → t ≤ (x → t) → t. By the last inequality and c6, 
we deduce that:  
  (3) ((x → y) → t) → t ≤ x → t. 
 
From (2) and (3) we deduce that x → t ∈ D2, hence by (1) follows that        t 
∈ D2 (since D2 is a deductive system). 
Therefore [y) ∩ D1 ⊆ D2, so,  y ∈ D1 → D2. 
(ii) “ ⇒” If D1 → D ⊆ D2, let a ∈ D and t ∈ [a) ∩D1; then a ≤ t and t ∈ D1    
implies t ∈ D, hence t ∈ D1 ∩ D ⊆ D2. 
Thus [a) ∩ D1 ⊆ D2, hence D ∩ D1 ⊆ D2. 
"⇐". Suppose that D ⊆ D1 ∩ D2 and consider x ∈ D1 ∩ D; then x ∈ D ⊆ 
D1 → D2, hence [x) ∩ D1 ⊆ D2. Since  x ∈ [x) ∩ D1, we deduce that x ∈ D2  
∎ 
 
Remark 5.3.6. From Lemma 5.3.5 we deduce that (Ds(A),∨, ∧, {1}, A) is 
a Heyting algebra, where for D ∈ Ds(A), D* = D → 0 = D → {1} =   {x ∈ 
A : [x) ∩ D = {1}}, so, for a ∈ A, [a)* = {x ∈ A: [x) ∩ [a) = {1}}. 
If A is a Heyting algebra, then D* = {x ∈ A: x∨ y = 1, for every y ∈ D}  
and [a)* = {x ∈ A: x ∨ a = 1}.  
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To prove the last assertion we remark that  if  x ∈ D* and y ∈ D, then  since 
x∨y ∈ [x) and x∨y ∈ D, we deduce that  x∨y ∈ [x) ∩ D = {1}, hence         
x∨y = 1. 
If  x∨y = 1 for every y ∈ D, then [x) ∩ D = {1}, since if y ∈ [x) ∩ D  then 
from x ≤ y, we deduce that y = x∨y = 1, hence [x) ∩ D = {1}, that is, x ∈ 
D.  
 
We want to see in what conditions Ds(A) is a Boolean algebra; in this way 
we will  prove:  
 
Theorem 5.3.7. If A is a bounded Hilbert algebra, then the following 
assertions are equivalent: 
 (i)   (Ds(A),∨, ∧, *, {1}, A)  is a Boolean algebra  ; 
(ii)   A is a finite Boolean algebra (relative to natural ordering). 
 
Proof. (i)⇒(ii). Let  x ∈ A; since Ds(A) is supposed Boolean algebra, then   
[x)∨[x)* = A. By c24, [x)∨[x)* = {y ∈ A: x → y ∈ [x)*} = {y ∈ A: [x → 
y) ∩ [x) = {1}}, so, for every  y ∈ A   we have  
 

  (1)  [x → y) ∩ [x) = {1}. 
 

Since x → y ≤ ((x → y) → x) → x  and x ≤ ((x → y) → x) → x, we deduce 
that ((x → y) → x) → x ∈ [x → y) ∩ [x) = {1}, hence  
 

  (2)  ((x → y) → x) → x = 1. 
Since  x ≤ (x → y) → x, from (2) we deduce that (x → y) → x = x, so, by  
Corollary 5.2.21 we deduce that A is a Boolean algebra . 
We shall prove that every filter of A is principal, hence A will be finite      
(see [45]). 
Let now  D ∈ Ds(A); since we have supposed that Ds(A) is a Boolean 
algebra, we have that  D∨ D* = A , hence  0 ∈ D∨D*. 
By  Theorem 5.2.18 there exist  x1, x2, ..., xn∈D such that (x1, x2, ..., xn; 0)∈ 
D*,so, by the above remark we deduce that for every  y ∈ D, (x1, x2, ..., xn; 
0)∨y = 1. 
 Since in a Heyting  algebra A for x1, x2, ..., xn ∈ A we have  :  
 c34 :  (x1, x2, ..., xn-1; xn) = (x1 ∧ x2 ∧ ... ∧ xn-1) → xn,  
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then the relation (x1, x2, ..., xn; 0)∨ y = 1 it is successively equivalent with  
  ((x1 ∧ ... ∧ xn) → 0) ∨ y = 1 
  (x1 ∧ ... ∧ xn)* ∨ y = 1 
  (x1 ∧ ...∧ xn) ∧ y* = 0 
    x1 ∧ ... ∧ xn ≤ y,  
hence D = [a), where  a = x1 ∧ ... ∧ xn ∈ D. 
(ii)⇒(i). Suppose that A is a finite Boolean algebra; then every filter of  A  
is  principal. 
By Remark 5.3.6, Ds(A) is a Heyting algebra, hence to prove that Ds(A) is a 
Boolean algebra it will suffice to prove that if  D = [a) ∈ Ds(A), with a ∈ A 
and  D* = {1}, then  D = A (see Corollary 5.1.20). 
Also, D* = {x ∈ A: x ∨ y = 1 for every y ≥ a}. Since for every  y ≥ a,   
a*∨y ≥ a*∨a = 1,so we deduce that a*∨y = 1, hence a* ∈ [a)* = 1. We 
obtain   a* = 1, hence a = 0, therefore D = [0) = A, that is Ds(A) is a 
Boolean algebra.  ∎ 
 
In what follows we want to see in what conditions a lattice L can be the 
lattice of deductive systems for a Hilbert algebra. 
For this we will prove: 
 
Theorem 5.3.8. A lattice L is the lattice of deductive systems of a Hilbert 
algebra iff it is complete and algebraic (with a base of compacts B ⊆ L 
which verify the condition : if  x, y ∈ B,  then  x ∨ y, x - y ∈ B). 
In this case L will be isomorphic with Ds(A), where A is the dual of  B  
(which is an implicative semilattice, hence a Hilbert algebra). 
 

Proof. "⇒". Suppose that L = Ds(A), with A a Hilbert algebra. Then L is 
complete and consider B = {<F>: F ⊆ A is finite}⊆ L. 
We know that if A is an algebra of some type, then the lattice Con(A) is 
algebraic, where the principal congruence are compact elements(see Chapter 
3 or  [45]). Since L is the lattice of congruence of A (by Theorem 5.3.4), 
then L is algebraic, and the principal deductive systems of A are compact 
elements in L. Since if  F ⊆ A is a finite set, then <F> = ∨ {[x): x ∈ F}, we 
deduce that the elements of B are compacts. 
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Since for D ∈ L = Ds(A) we have  D = sup {<F>: F ⊆ D, F is finite}, we 
deduce that B is a compact base for L. 
Let now X = <F1>, Y = <F2>, with F1, F2 ⊆ A  finite; then X ∨ Y =                  
= <F1 ∪ F2> ∈ B. 
We shall prove that X - Y ∈ B; we recall that following Lemma 5.2.35,for 
every a, b ∈ A, then there exists  [a) – [b) in L = Ds(A), and [a) – [b) =  [b 
→ a) ; also, we use the rules of calculus c26 – c33. 
Let X = <x1, x2, ..., xn>, Y = <y1, y2, ..., ym>, with  xi, yj ∈ A, i = 1, 2, ..., n,   
j = 1, 2, ..., m,  m and n naturals numbers . 
We have : 
X - Y = X - ([y1) ∨ [y2) ∨ ... ∨ [ym)) = (... ((X – [y1) – [y2) - ... – [ym))  and      
X – [y1) = ([x1) ∨ [x2) ∨ ... ∨ [xn)) – [y1 ) = ([x1) – [y1)) ∨ ... ∨ ([xn) – [y1)) 
=          [y1 → x1,) ∨ [y1 → x2,) ∨… ∨ [y1 → xn,)= <y1 → x1, ,  y1 → x2, ..., y1 
→ xn> ∈ B , so, recursively we deduce that  X - Y = <F>,  where  F = < yj 
→ xi : i = 1, 2, ..., n  and   j = 1, 2, ..., m>, hence X - Y ∈ B. 
In [63], we have an analogous  result for implicative semilattices, where the 
principal filters  are considered basis. In our case we cannot consider as 
basis for L the principal deductive systems of A, since in this case, if  X = 
[a), Y = [b), then  X∨Y = <a, b>, which is not principal. 
"⇐". The dual of B, B0 = (B, ≥) will be a implicative semilattice          
(hence a  Hilbert algebra). A deductive system of B0  will be a filter of B0, 
hence an ideal of B; so Ds(B0)  is in fact I (B) (the set of ideals of B). 
So, I must   prove that  I(B)  and L are isomorphic as lattices. 
For I ∈ I(B), if we denote f(I) = sup(I), we obtain a function f : I (B) → L, 
which we will prove that is an isomorphism of lattices; clearly f is 
morphism of lattices. 
Since B is a compact base, f will be surjective isotone function (for x ∈ L, if 
we take I = (x] ∈ I (B) , then f (I) = x). 
To prove the injectivity of f , let I1, I2 ∈ I(B) such that f (I1) ≤ f (I2) and we 
shall  prove that I1 ⊆ I2. Let y ∈ I1; then y ≤ sup(I1) ≤ sup(I2). Since y is  
compact, there is Iʹ ⊆ I2 such that y ≤ sup(Iʹ), hence y ∈ I2 (since sup(Iʹ) ∈ 
I2). We deduce that  I1 ⊆ I2, that is, f is injective   ∎ 
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Remark  5.3.9.  In [45, p. 94]), Grätzer proves that  a lattice  L  is algebraic  
iff  it is isomorphic with the lattice  of ideals of a meet-semilattice with 0. 
 
Definition 5.3.10. For a Hilbert algebra A, we say that D∈Ds(A) is  
irreducible(completely irreducibile) if, as an element of the complete 
lattice Ds(A), is a meet- irreducibile (completely  meet-irreducibile) 
element . 
 
Clearly, every completely irreducible  deductive system is irreducible;  if A 
is a Heyting algebra, D ∈ Ds (A) is irreducibile iff  it is prime filter . 
 
In [73,p.34], it is proved that in the case of implication algebras (that is, 
Hilbert algebras with the property that for every two elements x, y, then    (x 
→ y) → x = x), a deductive system (called in [75] implicative filter) is 
irreducible iff  it is prime iff  it  is  maximal. 
 
In [37, pp. 21-22] it is proved  the following results: 
 
Theorem 5.3.11. D ∈ Ds(A)  is  irreducibile  iff  for any  x, y ∉ D  there 
is  z ∉ D  such that  x  ≤ z  and  y ≤ z. 
 

Theorem 5.3.12. D ∈ Ds(A) is completely  irreducibile iff there is a ∉ D   
such that  D  is a maximal relative to a (that is, D is  maximal  in Ds(A) 
with the property a ∉ D) . 
 
Theorem 5.3.13. D ∈ Ds(A)  is maximal relative to  a  iff  a ∉ D  and      
(x ∉ D  implies  x → a ∈ D). 
 
In what  follows we will present  other criteria for meet-irreductibility 
(complete irreductibility)  relative to  a deductive system. 
 

Theorem 5.3.14. For D ∈ Ds(A) the following are equivalent : 
(i)    D  is  meet-irreducible ; 
(ii)   For every  H ∈ Ds (A), H → D = D  or H ⊆ D ; 
(iii)  If  x, y ∈ A  and  [x) ∩ [y) ⊆ D, then  x ∈ D  or y ∈ D ; 
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(iv)  For α, β ∈ A / D, α ≠1, β ≠ 1, there is  γ ∈ A / D  such that  γ ≠1      
and  α, β ≤ γ. 
 

Proof. (i)⇒(ii). Suppose that D is meet-irreducible and let H ∈ Ds(A); since   
Ds(A) is a Heyting algebra, by c16, we have D = (H → D) ∩ ((H → D) → 
D).Since  D is meet-irreducible, we have D = D → H or D= (H → D) → D; 
in the second case, since  H⊆(H → D) → D  we deduce that  H ⊆ D. 
(ii)⇒(i). Let D1, D2 ∈ Ds(A) such that  D = D1 ∩ D2; then D1 ⊆ D2 → D, 
so, if  D2 ⊆ D, then D2 = D and if D2 → D = D, then D1 = D. 
(i)⇒(iii). Let  x, y ∈ A such that  [x) ∩ [y) ⊆ D  and suppose that  x ∉ D,  y 
∉ D; by  Theorem 5.3.11 there is z ∉ D such that  x ≤ z  and  y ≤ z. Then             
z ∈ [x) ∩ [y) ⊆ D, hence  z ∈ D,  a contradiction ! 
(iii)⇒(ii). Let H ∈ Ds(A) such that H ⊈ D and we shall prove that  H → D 
= D. Let  x ∈ H → D; then  [x) ∩ H ⊆ D  and if  y ∈ H \ D, then [y) ⊆ H, 
hence   [x) ∩ [y) ⊆ [x) ∩ H ⊆ D. Since y∉D, we deduce that  x ∈ D, hence 
H → D =  D. 
(i)⇒(iv). Let α, β ∈A / D, α ≠ 1, β ≠ 1; then α = x / D, β = y / D  with  x, y 
∉ D. By  Theorem 5.3.11 there is D such that  x ≤ z  and y ≤ z. If we take              
γ =  z / D∈A / D, γ ≠ 1 and  α, β ≤ γ, since  x → z = y → z = 1 ∈ D. 
(iv) ⇒ (i). Let x, y ∉ D; if we take  α = x / D, β = y / D, α, β ∈A / D,         
α≠1, β≠1, hence there is γ = z / D, γ ≠ 1, (hence  z ∉ D)  such that  α, β ≤ 
γ.           
Thus x → z, y → z ∈ D. 
We compute zʹ = ((x → z) → z) ∆ ((y → z) → z) (clearly (x → z) → z,    (y 
→ z) → z ∉ D since if we suppose by contrary, we deduce that z ∈ D - a 
contradiction !). 
We have   ((x → z) → z) → ((y → z) → z) = (y → z) → (((x → z) → z) → 
z) = (y → z) → (x → z)  and  ((y → z) → z) → ((x → z) → z) = (x → z) → 
(y → z)  so zʹ = ((x → z) → z) ∆ ((y → z) → z) = ((y → z) → (x → z)) → 
(((x → z) →    (y → z)) → ((x → z) → z)) = ((y → z) → (x → z)) → ((x → 
z) → ((y → z) → z)) = ((y → z) → (x → z)) → ((y → z) → ((x → z) → z)) 
=  
= (y → z) → ((x → z) → ((x → z) → z)) = (y → z) → ((x → z) → z). 
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We will prove that zʹ∉ D; if suppose zʹ∈D, then since  y → z ∈ D, then 
follows  that  ((x → z) → z) ∈ D; since x → z ∈ D we obtain that z ∈ D, a 
contradiction, hence zʹ ∉ D. 
Clearly, x ≤ (x → z) → z ≤ zʹ and  y ≤ (y → z) → z ≤ zʹ , hence by  
Theorem 5.3.11, D is meet-irreducible .  ∎ 
 

Corollary 5.3.15. If D ∈ Ds(A) is irreducible, then in Heyting algebra   
Ds(A), D is dense  or regular. 
 

Proof. If  H = D* ∈ Ds(A), by Theorem 5.3.14, (ii) we have D* ⊆ D or     
D* → D = D; in the first case we obtain  that  D*→ D = 1  or  D** = 1, 
hence     D* = 0, so D is dense element in Ds(A); in the second case we 
deduce that            D* → D = D⇔ D** = D, hence D is a regular element 
in Ds(A). ∎ 
 

Theorem 5.3.16. For D ∈ Ds(A) the following are equivalent : 
(i)    D is completely meet-irreducible; 
(ii)   If  Dx

AIx
⊆

⊆∈
I )[ , then I ∩ D ≠ ∅ ; 

(iii)  A/D have a  penultimate  element. 
 

Proof. (i)⇒(ii)  clearly . 
(ii)⇒(i). Let  D = I

Ii
iD

∈
 with Di ∈ Ds(A) for every  i∈I, and suppose that  

for every  i ∈ I  there exists xi ∈ Di \ D. Since [xi) ⊆ Di for every  i ∈ I, we 
deduce that  I

Ii
ix

∈
)[ ⊆ I

Ii
iD

∈
= D, so, by hypothesis there is i∈I such that 

xi∈D,                     a contradiction ! . 
(i) ⇒ (iii). By Theorem 5.3.12, D is maximal relative to an element a ∉ D.  
We shall  prove that  α = a / D  is a penultimate element of A / D. Let  β = x 
/ D ∈ A / D with β ≠ 1 (hence x ∉ D). 
By  Theorem 5.3.13, x → a ∈ D, hence β = x/D ≤ a / D = α. 
(iii) ⇒ (i). Suppose that  A / D has a penultimate element α = a / D. 
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We deduce that a ∉ D and for β = x / D ≠ 1 (hence x ∉ D), x /D ≤ a / D. 
There results that for every x ∉ D, x → A ∈ D, hence D is maximal relative 
to a , hence by Theorem 5.3.13, D is completely  meet-irreducible . ∎ 
 
In [37, p. 22], it is proved:  
 
Theorem 5.3.17. If D∈Ds(A) and a∉D, there is a complete meet-
irreducible  deductive system M such that D ⊆ M and a ∉ M. 
If a, b∈M, a≠b, then there is a completely meet-irreducible deductive 
system M such that a ∉ M and b ∈ M. 
 
In what follows, for a Hilbert algebra A, we denote by Ir(A) (Irc(A))  the 
set of all meet-irreducible (completely meet-irreducible) deductive systems 
of A. 
 

Theorem 5.3.18. If A is a Hilbert algebra and D∈Ds(A), then        
             D = { M ∈ Irc (A): D ⊆ M}. 
 

Proof. Let Dʹ = {M ∈ Irc(A): D ⊆ M}; clearly D ⊆ Dʹ.  
To prove another inclusion we shall prove the inclusion of the 
complementaries. 
If a ∉ D, then by Theorem 5.3.17, there is M∈ Irc(A) such that D⊆M and   
a ∉ M. There results that a∉{M ∈ Irc (A): D ⊆ M} = Dʹ, so a ∉ Dʹ, hence      
Dʹ⊆ D, that is, D = Dʹ. ∎ 
 
Theorem 5.3.19. If A is a bounded Hilbert algebra, then the following 
are equivalent: 
(i) Every D ∈ Ds(A) has a unique representation as an intersection of  
elements from Irc(A); 
(ii) A is a finite Boolean algebra (relative to natural ordering). 
  

Proof. (i)⇒(ii). To prove Ds(A) is a Boolean algebra, let D ∈ Ds(A) and 
consider Dʹ = {M ∈ Irc(A): D ⊈ M}∈ Ds(A). 
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We have to prove that Dʹ is the complement of D in Heyting algebra        
Ds(A). 
Clearly D∩Dʹ={1}; if D∨Dʹ≠ A, then by Theorem 5.3.17, there is         
Dʹʹ∈ Irc(A) such that D∨Dʹ⊆Dʹʹ, Dʹʹ≠ A, hence D has two distinct 
representations as intersection of elements from Irc(A): 
Dʹ = ∩ {M ∈ Irc(A): D ⊈ M} and  
   Dʹ = Dʹʹ ∩ (∩ {M ∈ Irc(A): D ⊈ M}), a contradiction, hence            
D∨Dʹ = A, that is, Ds(A) is a Boolean algebra. 
By Theorem 5.3.7, A is a finite Boolean algebra. 
(ii)⇒(i). This implication is straightforward (see [35], Chapter 4, page 77).  
∎ 
 
Remark 5.3.20. For the case of lattices with 0 and 1 we have an analogous 
result of Hashimoto(see [47]). 
 

Definition 5.3.21. We say that M ∈ Ds(A), M ≠ A, is maximal if it is a 
maximal element in the lattice (Ds(A), ⊆). 
 
Let us denote by Max(A) the set of maximal deductive systems of A. 
 
Definition 5.3.22. We say that a Hilbert algebra is semisimple if the 
intersection of all  maximal deductive systems of  A is {1}. 
 
Theorem 5.3.23. If A is a bounded Hilbert algebra and there is a 
deductive system D ≠ A, then there is a maximal deductive system M of 
A such that D ⊆ M. 
 

Proof. It is an immediate consequence of Theorem 5.3.17, since for the case 
of a = 0, a deductive system is maximal iff it is maximal relative to 0.  ∎ 
 

Theorem 5.3.24. For M ∈ Ds(A), with A an bounded Hilbert algebra, 
the following are equivalent: 
(i) M is maximal; 
(ii) If x ∉ M, then x* ∈ M. 
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Proof. (i)⇒(ii). Suppose M maximal and consider x ∉ M; then             
[x)∨M = A. By c24, [x) ∨ M = {y ∈ A: x → y ∈ M}; in particular 0 ∈ 
[x)∨M, hence x → 0 = x* ∈ M. 
(ii)⇒(i). Suppose by contrary that M is not maximal, that is, there is         N 
∈ Ds(A) such that M ⊂ N ⊂ A; then there is x ∈ N such that  x ∉ M. 
 Since x ∉ M, then x* ∈ M, hence x* ∈ N; since x ∈ N we deduce that    0 
∈ N ⇔ N = A, a contradiction since N is proper. ∎ 
 
Theorem 5.3.25. For M ∈ Ds(A), with A an bounded Hilbert algebra, 
the following are equivalent: 
(i) M is maximal; 
             (ii) For any x, y ∈ A, if  x ⊻ y ∈ M, then x ∈ M or y ∈ M. 
 

Proof. (i)⇒(ii). Let x, y ∈ A such that x ⊻ y ∈ M and suppose that        x∉ 
M, y ∉ M. By Theorem 5.3.24, we deduce that x* ∈ M, y* ∈ M. From              
x ⊻ y = x* → y ∈ M and x* ∈ M, we deduce that y ∈ M. But y* ∈ M, 
hence       0 ∈ M, that is, M = A, which is a contradiction!. 
(ii)⇒(i). If x ∈ A, since x ⊻ x* = x* → x* = 1 ∈ M, then if x ∉ M, we 
deduce that  x* ∈ M hence, by Theorem 5.3.24, M is maximal.  ∎ 
 
Theorem 5.3.26. If A is a bounded Hilbert algebra and M ∈ Ds(A),       
M ≠ A, then the following are equivalent: 
(i) M ∈ Max(A); 
(ii) For any x, y ∈ A, if  x ∆ y  ∈ M, then x ∈ M or y ∈ M. 
 

Proof.(i)⇒(ii). Suppose by contrary that there are x, y ∈ A such that         x 
∆ y ∈ M, x ∉ M, y ∉ M; by Theorem 5.3.24, x* ∈ M, y* ∈ M. 
From x* ≤ x → y,  y* ≤ y → x we deduce that x → y, y → x ∈ M. 
On the other hand, from  x* ≤ x → y we deduce that                                  (x 
→ y) → ((y → x) → x)  ≤ x* → ((y → x) → x) = (y → x) → (x* → x) =          
(y → x) → x** = x* → (y → x)*. 
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Then x ∆ y ≤ x* → (y → x)*, hence x* → (y → x)* ∈ M; since x* ∈ M   
we deduce that (y → x)* ∈ M, which is contradictory since y → x ∈ M. 
(ii) ⇒ (i). If x ∈ A, by c20, x ⊻ x* = 1 ∈ M, so, if  x ∉ M, then  x* ∈ M, 
that is, M is maximal (by Theorem 5.3.24). ∎ 
 

Clearly, if A is a Hilbert algebra, then Max(A) ⊆ Irc(A). 
We want to see in what conditions Max(A) = Irc(A), with A a bounded  
Hilbert algebra. 
The answer is given by:   
Theorem 5.3.27. If A is a bounded Hilbert algebra, then the following 
are equivalent: 
(i)  Max(A) = Irc(A); 
(ii) A is Boolean algebra (relative to natural ordering). 
 

Proof. (i)⇒(ii).If by contrary A is not a Boolean algebra, then by Theorem 
5.3.24,  there is a ∈ A such that a** ≠ a  ⇔ a** ≰ a. 
By Theorem 5.3.17, there is a deductive system D ∈ Irc(A) such that         
a** ∈ D and a ∉ D. 
But Max(A) = Irc(A), hence D ∈ Max(A). 
Since a ∉ D, we deduce that a*∈ D; from a*∈D and a** ∈ D we deduce 
that that 0∈ D, hence D = A , which is a contradiction!. 
(ii)⇒(i). See [45], Chapter 4.  ∎ 
 
Theorem 5.3.28. If A is a bounded Hilbert algebra, then D(A) is  
irreducible iff  it is maximal. 
 
Proof. ”⇒”. We will prove that for any a ∈ A, then [a) ∩ [a*) ⊆ D(A). 
Indeed, let z ∈ [a) ∩ [a*), that is, a ≤ z  and  a* ≤ z. 
We deduce that  z* ≤ a* ≤ z, hence  z* → z = 1; then z** = 1⇔ z* = 0, 
hence z ∈ D(A). Thus [a) ∩ [a*) ⊆ D(A). 
Since D is supposed irreducible and [a) ∩ [a*) ⊆ D, by Theorem 5.3.14 we 
deduce that a ∈ D(A) or a* ∈ D(A), hence D(A) is maximal (by Theorem 
5.3.24). 
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"⇐". This implication is straightforward.  ∎ 
 
In what follows we will continue with the study of Max(A), with A a 
bounded Hilbert algebra; the main result will be that Max(A)  can be 
organized as a Boole space. As an immediate consequence we can define a 
contravariant functor from the category of bounded Hilbert algebras to the 
category of Boole spaces. 
We recall that a  Boolean space (see Definition 4.3.23) is a compact 
Haussdorf topological space generated by his clopen sets. 
For a ∈ A, we denote σA(a) = {M ∈ Max(A) : a ∈ M}. 
Let τA be the topology of Max(A) generated by the family              
{σA(a)}a∈A of subsets of Max(A); an element of τA is a union of finite 
intersections of sets of  the form σA(a), with a∈A. 
 
Lemma 5.3.29. For any x, y ∈ A we have: 
(i)   σA(0) = ∅,  σA(1) = Max(A),  σA(x**) = σA(x); 
(ii)  σA(x → y) = σA(x) → σA(y), σA(x*) = Max(A) \ σA(x); 
(iii) σA(x) ∩ σA(y) = σA((x → y*)*) ; 
(iv) σA(x) ∪ σA(y) = σA(x* → y). 
 
Proof.  (i). Since all deductive systems of Max(A) are proper ( hence it 
doesn’t contain 0) there results that σA(0) = ∅; since all deductive systems 
from Max(A) contain 1 there results that σA(1) = Max(A). 
 If M ∈ σA(x), then x ∈ M, hence x* ∉ M; then x** ∈ M, hence         σA(x) 
⊆ σA (x**). Analogously we prove another inclusion, hence σA(x) = 
σA(x**). 
(ii). We recall that σA(x) → σA(y) = int((Max(A) \ σA(x)) ∪ σA(y)). 
Firstly we will prove that  
  (1) (Max(A) \ σA(x)) ∪ σA(y) ⊆ σA(x → y). 
Indeed, let M ∈ (Max(A) \ σA(x)) ∪ σA(y), that is, x ∉ M or y ∈ M; if       y 
∈ M, then x → y ∈ M, hence M ∈ σA(x → y). 
If x ∉ M, then [x)∨M = A, hence x → y ∈ M (by c24), so M∈ σA (x → y). 
If we consider the interior in both members of (1) we deduce that  

  (2) σA(x) → σA(y) ⊆ σA(x → y). 
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Now we will prove that:  
  (3) σA(x → y) ⊆ (Max(A) \ σA(x)) ∪ σA(y). 
Indeed, if M ∈ σA(x → y), then x → y ∈ M; if x∈M, then y ∈ A, hence   
M∈σA(y) and in this case (3) is verified. 
If x ∉ M, then M∉σA(x), hence M∈((Max(A) \ σA(x)) and (3) is also 
verified. If we consider the interior in both members of (3) we deduce that         
σA(x → y) ⊆ σA(x) → σA(y) which together with (2) imply the equality                                
σA(x → y) = σA(x) → σA(y).   
In particular, if y = 0, we obtain that σA(x → 0) = σA(x) → σA(0) hence  
σA(x*) = Max(A)\σA(x) (we can also obtain this equality and from the 
equivalence  M∈σA(x*)  iff  x ∉ M). 
(iii). We will prove the equality from the enounce by double inclusion. 
Since           y*≤ x → y* we deduce that (x → y*)* ≤ y**, hence σA((x → 
y*)*) ⊆ σA(y**) = =σA(y).    
Since x → y* = y → x* (by c8) we change x with y and we obtain               
σA((x → y*)*) ⊆ σA(x), hence σA((x → y*)*) ⊆ σA(x) ∩ σA(y). 
Now let M ∈ σA(x) ∩ σA(y), that is, x,y ∈ M; we will prove that              M 
∈ σA((x → y*)*) ⇔  (x → y*)* ∈ M. 
Since M is maximal, if (x → y*)*∉ M, then x → y*∈ M; since x ∈ M we 
deduce that y* ∈ M, which is a contradiction (since  y ∈ M). 
So, we also obtain the inclusion σA(x) ∩ σA(y) ⊆ σA((x → y*)*), hence   
σA(x) ∩ σA(y) = σA((x → y*)*).   
(iv). Since x ≤  x* → y and y ≤ x* → y  we deduce that  σA(x) ∪ σA(y) ⊆  
σA(x* → y). 
Since x* → y = x ⊻ y, if M∈ σA(x ⊻ y), then  x ⊻ y  ∈ M; by Theorem 
5.3.25, x∈M or y∈M, hence M∈σA(x)∪σA(y), that is, we obtain the desired 
equality.  ∎ 
 
Corollary 5.3.30. An element of τA has the form U

Ii
iA x

∈
)(σ with xi  

elements from A (i ∈ I) . 
 
Proof. This follows from Lemma 5.3.29, (iii) and since an element of τA  is 
a union of finite intersections  of elements of the form σA(a), with a ∈ A.  ∎ 
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Since for every x ∈ A we have σA(x) = σA(x**) and x**∈ R(A), it is a 
natural idea to see  if Max(A) coincides with Max (R(A)) (in the sense that 
between the two sets we have a bijection). This thing proves to be true, as 
we will prove in what follows.  
 
Lemma 5.3.31. If D∈ Ds(A), then D ∩ R (A) = {x** : x ∈ D} and             
D ∩ R(A) is a deductive system in R(A) (that is, a filter in R(A), since by  
Theorem 1.24, R(A) is a Boolean algebra). 
 

Proof. If  x ∈ D ∩ R(A), then x** = x ∈ D, hence we have an inclusion; if  
x ∈ D, since x ≤ x** we deduce that x** ∈ D, hence x** ∈ D ∩ R(A) 
(since x**∈R(A)), so we have  another inclusion, that is, the equality from 
the enounce. 
Clearly 1∈ D ∩ R(A); if x, y ∈ R(A) such that x, x → y ∈ D ∩ R(A),  then 
y ∈ D, hence y ∈ D ∩ R(A), so D ∩ R(A) is a deductive system in  
R(A).∎  
 
Lemma 5.3.32. If F is a filter in R(A), then  
                         F = {x ∈ A : x** ∈ F} ∈ Ds (A). 
 
Proof.  Since 1** = 1 ∈ F, we deduce that 1 ∈ F ; now let x, y ∈ A  such 
that x, x → y ∈ F , that is,  x**, (x → y)** ∈ F. By c22, (x → y)** = x** 
→ y**;   since   x** ∈ F then y** ∈ F, hence y ∈ F , that is, F is a 
deductive system of   A.  ∎ 
 
Lemma 5.3.33. If M ∈ Ds(A), then M ∈ Max(A) iff M ∩ R(A) is  
maximal in R(A). 
 
Proof. Suppose that M is maximal in A and we have to prove that            M 
∩ R(A) is maximal in R(A). Now let x ∈ R(A) such that x ∉ M; then x*∈ 
M  and since x* ∈ R(A)  (by  c12) we deduce that x* ∈ M ∩ R(A), that is, 
M ∩ R(A) is  maximal in R(A) (by Theorem 5.3.24). 
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Suppose now that M ∩ R(A) is maximal in R(A) and we will prove that M 
is maximal in A. Now let x ∉ M; if  x* (which is in R(A)) is not in M,  then          
x* ∉ M ∩ R(A); since we have supposed that M ∩ R(A) is maximal in 
R(A) then x ∈ M ∩ R(A), a contradiction, hence x* ∈ M, that is, M  is 
maximal in A.  ∎ 
 
Lemma 5.3.34. If  F ∈ Ds(R (A)), then F is a deductive system (that is , a 
filter ) maximal in R(A) iff F is a maximal deductive  system in A. 
 
Proof. Firstly suppose that F is a maximal deductive systems in  R(A)  and 
we shall prove that F  is maximal  deductive system in A; let now  x ∈ A  
such that  x ∉ F . Then  x** ∉ F, hence  x* ∈ F,  so  x* ∈ F  (since (x*)** 
= x* ∈ F). 
Suppose now F  is a  maximal  deductive system in  A  and we shall prove 
that F is  maximal in R(A);  let now  x ∈ R(A)  such that x ∉ F.  Since  x ∈ 
R(A),  then  x = y*, with  y ∈ A. If suppose that x* = y** ∉ F, then y ∉ F ; 
since F  is maximal, we deduce that y* = x ∈ F , hence x** = x ∈ F, a 
contradiction, since x ∉ F. Hence x* ∈ F, that is, F is maximal in R(A).    ∎ 
 

Lemma 5.3.35. If  D ∈ Ds (A) and F ∈ Ds(R (A)), then  )(ARD ∩ = D  

and F ∩ R (A) = F. 
 

Proof. We have )(ARD ∩ = {x ∈ A : x** ∈ D∩R(A)}; since x ∈ R(A) we 
deduce that x** = x ∈ D, hence we have the inclusion )(ARD ∩  ⊆ D.  If           

x ∈ D, since  x ≤ x**  we  deduce that  x** ∈ D,  hence   x** ∈ D∩R(A), 
that is ,  D ∈ )(ARD ∩ , so we obtain the equality  )(ARD ∩ = D.  

For the second equality  we remark that F  ∩ R(A) =                       
{x∈R(A) : x** ∈ F}, hence if x ∈ F ∩ R(A), then x**  = x ∈ F, so  F  ∩ 
R(A) ⊆ F.   
Now let x ∈ F. Since F ⊆ R(A), x** = x ∈ F, hence x ∈ F ∩ R(A), so we 
have another inclusion F ⊆ F ∩R(A), that is, F  ∩ R(A) = F.  ∎ 
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Theorem  5.3.36. There is a bijection between Max(A) and Max(R(A)). 
 

Proof. We define f : Max(A) → Max(R(A)) by f(M) = M ∩ R(A) for every 
M ∈ Max(A) and g : Max(R(A)) → Max(A) by g(F) = F for every F ∈ 
Max(R(A)). By Lemma 5.3.34, the functions f and g are correctly defined. 
 By Lemma 5.3.35, we have ))((1 ARMaxgf =o  and )(1 AMaxfg =o , hence we 

deduce that f is a bijection and g is the converse of f. ∎ 
 
Thorem 5.3.37. Topological space (Max(A), τA) is a Boolean space. 
 

Proof. Since R(A) is a Boolean algebra (by Theorem 5.2.24), then 
Max(R(A)) is a Boolean space and all follows from Theorem 5.3.36.  ∎ 
 
Lemma 5.3.38. If A, Aʹ are two bounded Hilbert algebras and f: A → Aʹ 
is a morphism of bounded Hilbert algebras, then for every M ∈ 
Max(Aʹ) we have that f -1(M) ∈ Max(A). 
 

Proof. Since f(1) = 1 ∈ M we deduce that 1 ∈ f -1(M).   
Suppose now that x, x → y ∈ f -1(M), that is, f(x),                                     f(x 
→ y) = f(x) → f(y) ∈ M; then f(y) ∈ M, hence  y ∈ f -1(M), that is,                      
f -1(M) ∈ Ds(A). 
We will prove that f -1(M) ∈ Max(A); if x ∉ f -1(M), then f(x) ∉ M, hence 
(f(x))* = f(x*) ∈ M, so x* ∈ f-1(M). Clearly,  f -1(M) is proper because if we 
suppose that f-1(M) = A, then we obtain that 0 ∈ f -1(M), hence f(0) = 0 ∈ M 
and  M = Aʹ, which is a contradiction!.  ∎ 
 
Corollary 5.3.39. The assignments A → Max(A) and f → Max(f)  (where 
Max(f) is defined by Lemma 5.3.38) defines a contravariant functor 
from the category of bounded Hilbert algebras to the category of 
Boolean spaces. 
 

Proof. If we prove that for every f : A → Aʹ, Max(f):Max(Aʹ)→Max(A), 
Max(f)(M) = f-1(M) for every M ∈ Max(Aʹ) is a continuous function, then 
we apply Theorem 5.3.37 and Lemma 5.3.38. 



Categories of Algebraic Logic 

 

233

Since Max(f) commutes with ∪ and ∩ , to prove that the function Max(f)  
is continuous it will suffice to prove that for every x ∈ Aʹ, Max(f)(σA(x)) is 
open in  Max(A). 
We have Max(f) (σA(x)) = {M∈Max(Aʹ) : Max(f)(M) ∈ σA(x)} =         {M 
∈ Max(Aʹ) : f-1(M) ∈ σA(x)} = {M ∈ Max(Aʹ) : x ∈ f-1(M)} =                    
{M ∈ Max(Aʹ) : f(x) ∈ M} = σA(f (x)) ∈ τA.  ∎ 
 

For M ∈ Max(A) we consider the function fM : A → {0, 1} defined by  
                           

                            






∈

∉
=

.,1

,,0
)(

Mxfor

Mxfor
xf M  

 
Lemma 5.3.40. The function  fM : A → {0, 1} is a morphism of bounded 
Hilbert algebras. 
 
Proof. We must prove that for any  x,y∈A, then fM(x →y) = fM(x) → fM(y) 
and fM(0) = 0. 
If x → y ∉ M, then y ∉ M (because if by contrary y∈ M, then                  x 
→ y ∈ M). We will prove that x ∈ M. If x ∉ M, then x* ∈ M (since M is 
maximal); since x* ≤ x → y, so we deduce again x → y ∈ M, which is a 
contradiction!. So, in this case, fM(x → y) = 0, fM(x) = 1, fM(y) = 0 and we 
have  the equality fM(x → y) = fM(x) → fM(y), because 1 = 0 → 0. 
Suppose that x → y ∈ M; if x ∈ M, then y ∈ M and we have again the 
equality fM(x → y) = fM(x) → fM(y) because 1 = 1 → 1. 
If x ∉ M, then either y is or not in M we have the equality                            
fM(x → y) = fM(x) → fM(y), because 1 = 0 → 1 = 0 → 0. 
Since 0 ∉ M, we deduce that fM(0) = 0. 
Since fM(x) = 1 iff x ∈ M, we deduce that Ker(fM) = M.  ∎ 
 
Theorem 5.3.41. If A is a bounded Hilbert algebra, then there is a 
bijection between Max(A) and Hi(A,{0, 1}) = { f: A → {0,1} : f  is a 
morphism  of Hilbert algebras}. 
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Proof. We define F : Max(A) → Hi (A,{0,1}) by F(M) = fM for every      M 
∈ Max(A) and G : Hi(A,{0,1}) → Max(A) by G(f) = Ker(f) for every               
f ∈ Hi(A, {0,1}) (clearly Ker(f) ∈ Max(A), since if x ∉ Ker(f), then f(x) = 
0, so   x*∈Ker(f) since f(x*) = (f(x))* = 0* = 1). 
If M ∈ Max(A), then (G∘F)(M) = G(F(M)) = Ker(fM) = M, that is,  

)(1 AMaxFG =o . 

If f ∈ Hi (A,{0,1}), then (F∘G)(f) = F (G (f)) = fKer(f). 
We will prove that fKer(f) = f; if x ∈ Ker(f), then f(x) = 1, so fKer(f)(x) = 1,   
and if x ∉ Ker(f), then f(x) = 0 and fKer(f)(x) = 0. 
We deduce that })1,0{,(1 AH i

GF =o , that is, F and G are bijections.  ∎ 
In [37, p. 24], it is considered a fixed family X of deductive systems which 
contains Irc(A) and to every element a ∈ A it is assigned  φ(a) = {D ∈ X :  
a ∈ D}; if we consider πA the topology of X generated by the sets of the 
form {φ(a)}a∈A, then it is proved the following theorem of representation: 
 
Theorem 5.3.42. The function φA : A → πA, defined by φA(a) = φ(a), for 
every a ∈ A, is a monomorphism of Hilbert algebras and the space (X, 
πA) is   T0. 
If  X = Irc(A), in general, this space is not quasi-compact. 
 
In [37, p. 27], it is proved that if we denote Ds2(A) = Ds(Ds(A)),  then we 
have: 
 
Theorem 5.3.43. There is a monomorphism of Hilbert algebras             
ψA : A → Ds2(A). 
 
The two representation theorems are still valid in the case when A is 
bounded (that is, we have a bounded monomorphism of Hilbert algebras). 
Let’s see in what conditions we obtain a representation theorem by the same 
type as Theorem 5.3.42, for a bounded Hilbert algebra A, when instead of X  
we consider Max(A). 
 
For this we will prove: 
 
Theorem  5.3.44. If A is a bounded Hilbert algebra, then σA : A → τA is 
a  morphism of bounded Hilbert algebras. 
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σA is a monomorphism of bounded Hilbert algebras iff A is semisimple 
(see Definition  5.3.22). 
 
Proof. From Lemma 5.3.29 we deduce that σA is a morphism of bounded 
Hilbert algebras.  
Seeing in what case σA is a morphism of bounded Hilbert algebras we come 
to see in what conditions Ker(σA) = {1}. 
We have a ∈ Ker(σA) iff σA(a) = 1 iff σA(a) = Max(A) iff a ∈ M, for every  
M ∈ Max(A) iff a ∈ I

)( AMaxM
M

∈
hence Ker(σA) = I

)( AMaxM
M

∈
, so σA is a 

monomorphism of bounded  Hilbert algebras iff A is semisimple.  ∎ 
 
            Lemma 5.3.45. If A is a bounded Hilbert algebra, then D(A) = I

)( AMaxM
M

∈
 . 

 
  Proof. If x ∈ D(A) and M ∈ Max(A), then x* = 0 ∉ M, hence x ∈ M, that 
is, x ∈ I

)( AMaxM
M

∈
, so we have the inclusion D(A) ⊆ I

)( AMaxM
M

∈
. 

If x ∉ D(A), then x* ≠ 0, hence there is a maximal deductive system M 
such x* ∈ M; then x ∉ I

)( AMaxM
M

∈
, hence we deduce other inclusion, that is, 

we have the equality D(A) = I
)( AMaxM

M
∈

. ∎ 
 
Theorem 5.3.46. A bounded Hilbert algebra is semisimple iff it is 
Boolean algebra. 
 
Proof. "⇐". By Lemma 5.3.45 we have I

)( AMaxM
M

∈
  = D(A), hence if A is a 

Boolean algebra, then D(A) = {1}, that is, A is semisimple. 
" ⇒ ". Suppose that I

)( AMaxM
M

∈
 = {1}; by  Lemma 5.2.26, if x ∈ A, then       

x** → x ∈ D(A) = I
)( AMaxM

M
∈

= {1}, hence x** → x = 1, so x** = x and by 

applying  Theorem 5.2.20 we obtain that A is a Boolean algebra . ∎ 
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5.4. Hertz algebras. Definitions. Examples. Rules of calculus.  The 
category of Hertz algebras 
 
Definition 5.4.1. We call Hertz algebra a Hilbert algebra A with the 
property that for any elements x, y ∈ A there exists x ∧ y ∈ A (relative 
to natural ordering). 
 
 Heyting algebras and Boolean algebras are examples of Hertz algebras 
(later we will put in evidence a Hertz algebra which is not a Heyting 
algebra). 
It is immediate that Definition 5.4.1 is equivalent with:  
 

Definition 5.4.2. A Hertz algebra is an algebra (A,∧,→) of type (2,2)  
such that  the followings identities are verifyed:  
a12: x → x = y → y; 
a13: (x → y) ∧ y = y; 
a14: x → (y ∧ z) = (x → y) ∧ (x → z); 
a15: x ∧ (x → y) = x ∧ y. 
 
Corollary 5.4.3. The class Hz of Hertz algebras is equational. 
 

Lemma 5.4.4. If A is a Hertz algebra and x, y, z∈ A, then x ∧ z ≤ y iff    
z ≤ x → y. 
 

Proof. "⇒". Suppose that  x ∧ z ≤ y; then x → (x ∧ z) ≤ x → y, hence   (x 
→ x) ∧ (x → z) ≤ x → y  (by  a14), so x → z ≤ x → y. Since z ≤ x → z, 
we  deduce that  z ≤ x → y. 
"⇐". Conversely, if z ≤ x → y; then x ∧ z ≤ x ∧ (x → y)  = x ∧ y (by a15), 
hence x ∧ z ≤ y.  ∎ 
 
Remark  5.4.5. Following this lemma we can conclude that Hertz algebras 
are implicative semilattices (see [63]–[66]). 
 

Lemma 5.4.6. If A is a Hertz algebra and x, y, z ∈ A, then  
c34: x → (y → z) = (x ∧ y) → z; 
c35: (x → y) ∧ (y → z) ≤ x → z; 
c36: If   x ≤ y, then   x ∧ (y → z) = x ∧ z; 
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c37: x ∧ (y → z) = x ∧ ((x ∧ y) → (x → z)); 
c38: (x → y)* = x** ∧ y*. 
 

Proof. We use that if (A,∨,∧,→,0) is a Heyting algebra, then (A, ∧, →)  is 
a Hertz algebra; so the equalities c34 – c38 are true in a Hertz algebra because 
these are true in a Heyting algebra (see §1).  ∎ 
 

Lemma 5.4.7. If A is a bounded Hilbert algebra and x, y, z ∈ A, then  
c39: x ∆ (y ∆ z ) = y ∆ (x ∆ z);  
c40:  x ⊻ (y ⊻ z) = (x ⊻ y) ⊻ z = y ⊻ (x ⊻ z). 
 
Proof. By Theorem 5.3.43, we can suppose that A is a Heyting algebra (or 
Hertz algebra). In consequence we can use the rules of calculus c34 – c38. 
            c39.We have: x ∆ ( y ∆ z ) = x ∆ ((z → y) → ((y → z)  →z)) = (by  
c22)  =  (z → y) → (x ∆ ((y → z) → z))  =  (z → y) → ((y → z)→(x ∆ z)) =                       
(z → y) → ((y → z) → ((z → x) → ((x → z) →  z))) =  (by  c34)  =                         
((z → y) ∧ (y → z) ∧      (z → x)  ∧  (x → z)) → z and y ∆ (x ∆ z) =                      
y ∆ ((z → x) →((x → z)→ z) = (by  c22)  = (z → x) → (y ∆ ((x → z) → z)) 
=         (z → x) → ((x → z) → (y ∆ z)) =   (z → x) → ((x → z) → ((z → y) 
→                 ((y → z) → z))) = (by c34) = ((z → x) ∧ (x → z) ∧ (y → z) ∧ 
(z → y)) → z, hence x ∆ (y ∆ z ) = y ∆ (x ∆ z).   
c40. We have x ⊻ (y ⊻ z) = x* → (y* → z) =  (by  c34) =(x* ∧ y*) → z,   
and (x ⊻ y) ⊻ z = (x* → y)* → z = (by   c38) =  (x*** ∧ y*) → z  =                     
(x* ∧ y*) → z, hence we deduce that x ⊻ (y ⊻ z) = (x ⊻ y) ⊻ z; since                   
x ⊻ (y ⊻ z) = y ⊻ (x ⊻ z)  we obtain the required equalities. ∎ 
 
In the case of bounded Hertz algebras, the notions of dense and regular  
element will be defined as in the case of  bounded  Hilbert algebras; 
consequently, Theorem 5.1.24 is true for the case A is Hertz algebra. 
We remark that if x, y ∈ R(A), hence x** = x and y** = y,  then  the meet 
between x and y in R(A) (that is, (x → y*)*)  doesn’t coincide with the meet 
between x and y in A (that is, with x∧y). 
We want to establish in what conditions these two infimums coincide. 
Suppose x∧y = (x → y*)*, for any x, y ∈ A; in particular we have          
x∧x = (x → x*)* ⇔ x = x**, that is, A is a Boolean algebra (by Theorem 
5.2.20). 
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Definition 5.4.8. If A1, A2 are two Hertz algebras, we call morphism of 
Hertz algebras  a function f : A1 → A2 such that for every x, y ∈ A1 we 
have  
a16: f(x → y) = f(x) → f(y); 
a17: f(x ∧ y) = f(x) ∧ f(y). 
If A1 and A2 are bounded, we add the condition f(0) = 0. 
 
We denote by Hz  ( zH ) the category of Hertz algebras (bounded Hertz 
algebras). Since these categories are equational, the monomorphisms are 
exactly the  injective morphisms (by Proposition 4.2.9). 
 

Lemma 5.4.9. If A is a bounded Hertz algebra and x, y ∈ A, then    
c41:   (x ∧ y)** = x** ∧ y** (the meet between x** and y** is in R(A)). 
 
Proof. If in c34 we consider z = 0, we obtain that (x ∧ y)* = x → y*, so     
(x∧y)** = (x → y*)*. 
On the other hand, in R(A) we have x**∧y** = (x** → y***)* =                 
= (x** → y*)* = (by c8) = (y → x*)* = (x → y*)*, so we obtain the desired 
equality. ∎ 
 
Corollary 5.4.10. If A is a bounded Hertz algebra, then the function              
φA:A → R(A), defined by φA(x) = x** for every x ∈ A, is an surjective 
morphism of bounded Hertz algebras. 
 
Theorem 5.4.11. The category zH  is a reflexive subcategory of iH . 
 

Proof. ([18],[73]).We have to define a reflector R : zi HH → . 
For A∈ iH  we denote by F(A) the family of finite and non-empty subsets 
of A, and I = {1}. 
If X,Y ∈ F(A), X = {x1, x2, ..., xn}, Y = {y1, y2, ..., ym} we define               X 

→ Y = U
m

j 1=
{(x1, x2, ..., xn; yj)} and  X ∧ Y = X ∩ Y. 

On F(A) we define a binary relation ρA; (X, Y) ∈ ρA iff  X → Y =            Y 
→ X = I. 
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Clearly, ρA is an equivalence on F(A); we will prove the compatibility of   
ρA with the operations → and ∧ defined above on F(A).   
Let Z = {z1, z2, ..., zp} ∈ F(A). 
To prove that (Z → X, Z → Y) ∈ ρA, we denote ti = (z1, ..., zp; xi) and       qj 
= (z1, ..., zp; yj), i = 1, 2, ..., n, j = 1, 2, ..., m. 
Then Z → X = {t1, t2, ..., tn} and Z → Y = {q1, q2, ..., qm}, so                    (Z 

→ X) → (Z → Y) = U
m

j 1=
{(t1, t2, ..., tn; qj)} and                                                   

(Z → Y)  → (Z → X) =   U
n

i 1=
{(q1, q2, ..., qm; ti)}. 

But for j ∈ {1,2,...,m} we have (t1, t2, ..., tn; qj) =                                     ((z1, 
..., zp; x1), ..., (z1, ..., zp; xn); (z1, ..., zp; yj)) = (by   c13 – c15) =                          
(z1, z2, ..., zp; (x1, .., xn; yj)) = (z1, ..., zp; 1) = 1, hence (Z → X) → (Z → Y) 
= I.   
Analogously we deduce that  (Z → Y) → (Z → X) = I ,                               
(X → Z) → (Y → Z) = (Y → Z) → (X → Z) = I, hence (Z → X,  Z →Y) ∈ 
ρA  and (X → Z, Y →Z) ∈ ρA. 
To prove the compatibility of  ρA with ∧ we remark that (X,Y) ∈ρA iff   
<X> = <Y> (by c25). 
So (X ∧ Z, Y ∧ Z) ∈ ρA ⇔ <X ∪ Z> = <Y ∪ Z> ⇔ <X> ∨ <Z> =       
<Y> ∨ <Z>, which is true since we have supposed that <X> = <Y>. 
For X ∈ F(A) we denote by X / ρA the equivalence class of  X relative to ρA 
and HA  =  F (A) / ρA. 
For X/ρA, Y/ρA ∈ HA we define X/ρA → Y/ρA = (X → Y)/  ρA and             X 
/ρA ∧ Y / ρA = (X ∪ Y)/ ρA. 
Since ρA  is compatible with → and ∧, the operations on HA  are correctly 
defined. 
Also,  X / ρA ≤ Y / ρA  iff  X / ρA ∧ Y / ρA =  X / ρA iff                             (X 
∪ Y) / ρA = X / ρA  iff  X → (X → Y) = I iff  <Y> ⊆ <X>.  
In [73] it is proved that (HA, →, ∧) become a bounded Hertz algebra  where 
0 = {0} / ρA and 1 = {1} / ρA  (see also §2 from Chapter 3).   
We will  prove that ФA : A → HA,  ФA (a) = {a} / ρA,  for  every  a ∈ A,  is 
a monomorphism of bounded Hilbert algebras; indeed, if a, b ∈ A, then            
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ФA(a → b) = {a → b}/ρA ,ФA(a) → ФA(b) = {a}/ρA → {b}/ρA = ({a} → 
{b})/ρA = {a → b}/ρA = ФA (a → b)  and ФA(0) = {0}/ρA = 0. 
If  ФA(a) = ФA(b), then [a) = [b), hence a = b. 
If we put R(A) = HA we obtain the definition of the reflector R on objects. 
To define R on morphisms we will prove that the pair (HA,ФA) verifies the 
property: 
    
For every bounded Hertz algebra H and every morphism of bounded  
Hilbert  algebras  f : A → H, there is a unique  morphism of bounded Hertz  
algebras f  : HA → H such that the  diagram  

 
is commutative (i.e, f ∘ ФA = f).  

Indeed, for X = {x1, ..., xn} ∈ F(A) we define )()/(
1 i

n

iA xfXf
=
∧=ρ . 

To prove f  is correctly defined, let Y = {y1, y2, ..., ym} ∈ F(A) such that  

X/ρA = Y/ρA ⇔ X →Y = Y → X = {1}, hence  
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Since f  is a morphism of  bounded lattices, by c34 and (1) we  deduce 
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=
∧  ⇔ f (X /ρA) = f (Y/ ρA), that is, f  is correct 

defined. 
We will prove that f is a morphism of  bounded  Hertz algebras. 
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f 
 

f  
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We have f ( X / ρA  →Y / ρA ) = f ( (X → Y) /ρA ) = 

U
m

j
Ajn yxxf

1
1 )/)});,...,{(((

=
ρ   =  ))();(),...,(( 11 jn

m

j
yfxfxf

=
∧ ,and                       

f (X / ρA) → f (Y / ρA) = ( )(
1 i

n

i
xf

=
∧ ) → ( )(

1 j

m

j
yf

=
∧ ) (by  a14) =                           

m

j 1=
∧  (( )(

1 i

n

i
xf

=
∧ ) → )( jyf ) = 

m

j 1=
∧  (f (x1), f (x2), ..., f (xn); f (yj)) =                             

= f ( X/ρA → Y/ρA); also, f (0) = f ({0} / ρA) = f(0) = 0  and                             

f (X/ρA ∧ Y/ρA) = f ((X∧Y)/  ρA) = f ((X ∪ Y)/  ρA) = ( )(
1 i

n

i
xf

=
∧ )∧ 

( )(
1 j

m

j
yf

=
∧ ) = f (X / ρA) ∧ f (Y / ρA). 

If a ∈ A, then ( f ∘ ФA )(a) = f (ФA (a)) = f ({a} / ρA) = f (a), that is,   f ∘ 
ФA = f.   
To prove the uniqueness of f , let f : HA → H be another morphism of 

bounded Hertz algebras such that f ∘ ФA  = f  and X = {x1, x2, ..., 

xn}∈F(A). 
Since X = {x1} ∪ {x2} ∪ ... ∪ {xn} we have                                               X 
/ ρA = ({x1}∪{x2}∪ ... ∪ {xn}) / ρA = ({x1}/ρA) ∧ ({x2}/ρA) ∧ ... ∧ 
({xn}/ρA); but  f ∘ ФA  = f, so we obtain that f (X / ρA) = f (({x1}/ρA) ∧ ... 

∧ ({xn}/ρA)) = f ({x1}/ ρA) ∧...∧ f ({xn}/ ρA) = f (x1) ∧ f (x2) ∧...∧ f (xn) 

= f (X / ρA), hence ff = .  
  It is immediate that if A and B are two bounded  Hilbert  algebras and     
Ф : A → B is a morphism of bounded Hilbert algebras, then there is a unique  
morphism of bounded  Hertz algebras Φ : HA → HB  such that the diagram 
 

 
 

HB 

 B 

HA 

A 
Φ  

AΦ  
 BΦ  

Φ  
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is commutative (i.e, AB ΦΦ=ΦΦ oo ). 
Clearly, if  X = {x1, …, xn}, then Φ ( X / ρA) = {Ф (x1), …, Ф (xn)} / ρB.  If 
we put R(Ф) = Φ  we obtain the definition of R : zi HH →  by morphisms. 
Now, the proof that zH  is a reflexive subcategory of iH  is a routine. ∎ 
  
Remark 5.4.12. For a Hilbert algebra A, (HA, →, ∧) is an example of  
Hertz  algebra which is not a Heyting algebra; indeed, it is suffice to take X, 
Y ∈ F(A)   such that X ∩ Y =  ∅ ∉ F(A) and thus in HA it doesn’t exist X / 
ρA ∨ Y / ρA since  X/ρA∨Y/ρA = (X∨Y) /ρA = (X∩Y)/ρA = ∅/ρA  ∉  HA. 
 
Theorem 5.4.13. The reflector R : zi HH →  (defined in Theorem 5.4.11) 
preserves  monomorphisms. 
  
Proof. Let A, B be two bounded Hilbert algebras, Ф:A → B a 
monomorphism  of  bounded  Hilbert  algebras; we will prove that the 
morphism    R(Ф) = Φ : HA → HB (defined in Theorem 5.3.11) such that the 
diagram  

 
is commutative, is also a monomorphism of bounded Hertz algebras, that is, 
Ker( Φ ) = {1}. 
Indeed, if X = {x1, x2, ..., xn} ∈ F(A)  and  Φ (X / ρA) = 1, then                  { 
Ф (x1), …, Ф (xn)} / ρB = {1} / ρB ⇔ Ф (x1) = …= Ф (xn) = 1, hence xi = 1, 
i = 1, 2, ..., n, that is, X / ρA = I / ρA = 1.  ∎ 
 
Theorem 5.4.14. Let H be a bounded Hertz algebra, B a Boolean 
algebra  and f : H → B be a  morphism of bounded Hertz algebras. 
Then:  
(i) There is a unique morphism of Boolean algebras f  : R(H) → B  
such that the diagram  

HB 

 B 

HA 

A 
Φ  

AΦ  
 BΦ  

Φ  
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is  commutative (i.e, f ∘ HΨ  = f ); 

(ii) If Hʹ is another bounded Hertz algebra and Φ : H → Hʹ a 
morphism (monomorphism) of bounded Hertz algebras, then there is a 
unique morphism (monomorphism) of Boolean algebras Φ : R(H) → 
R(Hʹ)  such that the diagram  

 
 
is  commutative (i.e, HH ΨΦ=ΦΨ ′ oo ).  
 

Proof. (i). If x ∈ R(H) then x** = x; since f is a morphism of bounded  
Hertz  algebras,  we deduce that f(x**) = (f(x))** = f(x) (since f(x) ∈ B and 
B is a Boolean algebra). We can consider )(HRff = . 

If x, y ∈ R(H), then x → y, x ∧ y ∈ R(H) since by c38 we have                     
(x → y)** = ((x → y)*)* = (x** ∧ y*)* = (x** ∧ y*) → 0 = (by   c34) =                  
x** → (y* → 0) = x** → y** = x → y  and (x ∧ y)** = x** ∧ y** =  x ∧ 
y     (by c41). So, if we consider )(HRff =  and x, y∈ R(H), then f (x → y) 

=                 f(x → y) =  f(x) → f(y) = f (x) → f (y), f (x ∧ y) =  f(x ∧ y) = 
f(x) ∧ f(y) =    f (x) ∧ f (y) and f (0) = f(0) = 0. 

 R(H) 

B 

H HΨ  

f 
 

f  

R(Hʹ) 

 Hʹ 

R(H) 

H 
Φ  

 
HΨ  H ′Ψ  

Φ  
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As in the case of Theorem 5.2.24, for x, y ∈ R(H), x ∨ y ∈ R(H) and          
x ∨ y = (x* ∧ y*)*, hence f (x ∨ y)  =  f(x ∨ y) =  f((x* ∧ y*)*) = (f(x* ∧ 
y*))* = ((f(x))* ∧ (f(y))*)* = f(x) ∨ f(y) = f (x) ∨ f (y). 
Since f (1) = f(1) = 1, from the above we deduce that f  is a morphism of 
Boolean algebras. 
(ii). From (i) we deduce the existence of  Φ    for  f = ΦΨ ′ oH  .  
We have to prove that if Φ  is a monomorphism of bounded Hertz algebras,  
then Φ   is  a monomorphism of  Boolean algebras.  

Indeed, let x ∈ R(H) such that Φ (x) = 1; since x = x** = ψH(x), there result 
that  1))(( =ΨΦ xHo , hence 1))(( =ΦΨ ′ xH o ⇔ ( Φ (x))** = 1. 
But ( Φ (x))** = Φ (x**) = Φ (x), so we obtain that Φ (x) = 1, hence        x 
= 1 (since Φ  is supposed a monomorphism of bounded Hertz algebras). ∎  
 
Remark 5.4.15. Since by Theorem 4.2.24, in R(H) (with H a bounded 
Hilbert algebra), ∧, ∨ and ʹ could be done only with the help of implication 
→, we deduce that a theorem as Theorem 5.3.15 is true in the case of 
bounded Hilbert algebras, too. 
Indeed, if x, y ∈ R(H), then f (x ∧ y) = f ((x → y*)*) =  f ((x → y*)*) = 
(f(x) → (f(y))*)*  =  ((f(x))* ∨ (f(y))*)*  =  f(x) ∧ f(y)  =   f (x) ∧ f (y), 
and f (x ∨ y)  =  f (x* → y)  =  f(x* →y) = (f(x))* → f(y) = f(x) ∨ f(y) =            
f (x) ∨ f (y),  f (xʹ) = f (x*) = f(x*) = (f(x))* . ∎ 
 
5.5. Injective objects in the categories of bounded Hilbert and Hertz 
algebras  
 
Theorem 5.5.1. In the category iH  any injective object is a complete  
Boolean algebra. 
 
Proof. Let A be an injective object in iH . By Theorem 5.3.43, there is a 
complete Heyting algebra H = Ds2(A) and a monomorphism of bounded 
Hilbert  algebras ψA : A → H. 
Since A is injective, if we consider in iH  the diagram 
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there results the existence of  a morphism of bounded Hilbert algebras        

AΨ  : H → A  such that oAΨ  ψA  = 1A. 
Since H is complete, and ψA, AΨ  are in particular isotone functions, by  
Lemma 4.10.6, A is complete (by Lemma 5.4.4 we deduce that A is 
complete Heyting algebra); by Corollary 5.1.20, to prove A is a Boolean 
algebra it is suffice to prove that D(A) = {1} (where D(A) is the deductive 
system of the dense elements of A). 
Clearly D(A) is a Hilbert subalgebra of A. Then by Remark 5.2.14,          
Aʹ= D(A) ∪ {0}  become a bounded Hilbert algebra.  
Let B = Aʹ∪{α} with α∉A; B becomes a bounded Hilbert algebra if we 
define α → α = 1, 0 → α = 1, α → 0 = 0, a → α = 1 and α → a = 1, for every      
a∈ D(A) (see [44]). So Aʹ becomes a Hilbert subalgebra both for A and B. 
By the injectivity of A there is a morphism of bounded Hilbert algebras f : B 
→ A such that AA if ′′ =  ( Ai ′  is the inclusion of Aʹ in A). Since α* = 0 we 

have (f(α))* = 0,  hence f(α) ∈ D(A), so there is x ∈ D(A) such that  x = 
f(α). 
Then  x → f (α) = 1; since  x → f(α) = f(x) → f(α) = f(x → α) = f(α),  we 
deduce that f(α) = 1. 
Since α → a = 1, for every a ∈ D(A), we obtain that f(α) → a = 1, so            
1 → a = 1 ⇔ a = 1,  hence D(A) = {1}. ∎ 
 
Theorem 5.5.2.  In the category iH  the complete Boolean algebras are 
injective objects. 
 

Proof. Let A be a complete Boolean algebra. In iH  we consider the  
diagram  

A H 

A 

1A 

ψA 

AΨ  
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with A1, A2  bounded  Hilbert algebras, i : A1 → A2 a monomorphism of 
bounded  Hilbert algebras and  f : A1 → A   a  morphism  of bounded  
Hilbert  algebras. 
So, we have to prove the existence of a morphism of bounded Hilbert  
algebras g : A2 → A such that g ∘ i = f.   
By Theorem 5.4.14 (which is true and for the case of bounded Hilbert 
algebras), we have the commutative diagram: 

 
 
We obtain the following   diagram  

 
 
 with ff A =Ψ

1
o  (the existence of f  is assured by Theorem 5.4.11).  

We consider now the diagram  

A1 A2 

A 

i 

f 

g 

1AΨ  
2AΨ  

A1 A2 

R(A2) R(A1 ) 

i 

i  

1AΨ  
2AΨ  

A1 A2 

R(A2) R(A1) 

i 

i  

f 
f  

A 
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in the category B of Boolean algebras with i monomorphism  in B (by 
Theorem 5.4.11). Then by a theorem of Sikorski (see Theorem 4.10.3), in 
the category B the injective objects are exactly complete Boolean algebras, 
hence there is a morphism of  Boolean algebras h : R(A2) → A such that  
the diagram 

 
 
is  commutative (i.e, fih =o ).   
The desired morphism will be g = h 

2AΨo : A2 → A, (which is a morphism 

of bounded Hilbert algebras). Indeed, g ∘ i = (h 
2AΨo ) ∘ i = h ∘ ( i  

1AΨo ) =         

(h ∘ i )
1AΨo = f

1AΨo  = f. ∎ 
 
Corollary 5.5.3. In the category zH  injective objects are exactly 
complete Boolean algebras. 
 

Proof. By Theorem 5.4.13, the reflector R : zi HH →  preserves 
monomorphisms. 
Now let B be an injective bounded Hertz algebra; by Remark 4.9.3, B is 
injective as bounded Hilbert algebra, hence B has to be complete  Boolean  
algebra (by Theorem 5.5.1). 
The fact, that a complete Boolean algebras is injective Hertz algebras is 
proved as in the case of bounded Hilbert algebras (see Theorem 5.5.2) by 
using  Theorem 5.4.14.  ∎ 
 

R (A1) R(A2) 

A 

f  

i  

h 

R (A1) R(A2) 

A 

f  

i  
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The problems of injective envelopes in the category iH  follows from the 
following theorem: 
 
Theorem 5.5.4. Let A  be a Hilbert algebra and B be a Boolean algebra. 
If there is a monomorphism of bounded Hilbert algebras i : A → B, 
then  A   becomes a Boolean algebra. 
 
Proof.   Let x ∈ A; since i(x**) = (i(x))** = i(x) and i is supposed to be a 
monomorphism, we deduce that x** = x, hence A is a Boolean algebra (by  
Theorem 5.3.20).   ∎ 
 

 
5.6. Localization in the categories of bounded Hilbert and Hertz  
algebras 
 
In this paragraph we consider only bounded Hilbert and Hertz algebras. 
We recall that if A is a Hilbert algebra, then for x, y ∈ A, x ⊻ y = x* → y. 
 
Definition 5.6.1. If A is a Hilbert algebra, a non-empty subset S⊆A is 
called ⊻ - closed system of A if it contains with elements x, y and the 
element  x ⊻ y ,too ( x, y ∈ A). 
 
For example, the deductive systems of A are  ⊻ - closed systems of A. 
For a Hilbert algebra A and a ⊻ - closed system S of A we define on A  the 
binary relation θS by:   
 (x, y) ∈ θS  iff  there is  t ∈ S such that t ⊻ x = t ⊻ y. 
 
Lemma 5.6.2.  θS  is a  congruence on A. 
 
Proof. Firstly we have to prove that θS is an equivalence on A; clearly θS  is 
reflexive and symmetric. 
Now let (x, y), (y, z) ∈ θS; then there are t, tʹ ∈ S such that t ⊻ x = t ⊻ y 
and tʹ ⊻ y = tʹ ⊻ z. By c40 we have tʹ ⊻ (t ⊻ x) =  tʹ ⊻ (t ⊻ y) ⇔  t ⊻ (tʹ ⊻ 
y)  =   t ⊻ (tʹ ⊻ z) ⇔ (tʹ ⊻ t) ⊻ x = (tʹ ⊻ t) ⊻ z, so, if we denote tʹʹ = tʹ ⊻ t 
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∈ S we obtain that  tʹʹ ⊻ x = tʹʹ ⊻ z, hence (x, z) ∈ θS, that is, θS is 
transitive. Hence θS  is an equivalence on A. 
To prove the compatibility of θS with →, let (x, y) ∈ θS, hence there is       t 
∈ S such that t ⊻ x = t ⊻ y. 
If z ∈ A, then z → (t ⊻ x) = z → (t ⊻ y)  ⇔ t ⊻ (z → x) = t ⊻ (z → y) (by 
c3), hence (z → x,  z → y) ∈ θS. 
Also, t ⊻ (x → z) = t ⊻ (y → z) (by  a6), hence (x → z, y → z) ∈ θS.  ∎ 
 
We denote A[S] = A/θS and by pS : A → A[S] the canonical surjective 
function (which is a morphism of bounded Hilbert algebras). 
If there is no danger of confusion, for x∈A, we denote x̂ = pS(x). 
In A[S] the role of 0 is played by 0̂  = {x ∈ A : (x, 0) ∈ θS } =                  {x 
∈ A : there is t ∈ S such that t* ≤ x*} and the role of 1 by                                         
1̂= {x ∈ A : (x, 1) ∈ θS } =  {x ∈ A : there is t ∈ S such that t* ≤ x}. 
 

Remark 5.6.3. If s ∈ S, since s* → s = s** = s* → 0 (by c9) we deduce 
that  (s, 0) ∈ θS ⇔ pS (s) = 0, hence pS (S) = {0}. 
 
Lemma 5.6.4. If Aʹ is a Hilbert algebra and ψ : A → Aʹ is a morphism 
of  Hilbert algebras such that ψ(S) = {0}, then there is a unique 
morphism of  Hilbert algebras φ : A[S] → Aʹ such that the diagram 
 

 
 
is  commutative (i.e, φ∘pS = ψ). 
 

Proof. For x̂∈ A[S], with x ∈ A, we define φ( x̂ ) = ψ(x). 
If yx ˆˆ = , then there is t ∈ S such that t* → x = t* → y; since ψ is an 
morphism of Hilbert algebras we successively deduce  ψ(t* → x) = ψ (t* → 

φ 

 Aʹ 

A[S] A 

ψ 

pS 
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y),     (ψ(t))* → ψ(x) = (ψ(t))* → ψ(y), 0* → ψ(x) = 0* → ψ(y), 1 → ψ(x) =                  
1 → ψ(y), ψ(x) = ψ(y), hence φ is correctly defined. Clearly φ is a 
morphism of  Hilbert algebras.  
 Since pS is surjective we deduce the uniqueness of φ. ∎ 
 
Definition 5.6.5. Following the above lemma, A[S] is called Hilbert 
algebra of fractions of A relative to the ⊻ - closed system S.  
 
In what follows by A we denote a bounded Hilbert algebra. 
 

Definition 5.6.6. A nonempty subset S ⊆ A is called ⊻ - subset of A if for 
any a ∈ A and x ∈ S  ⇒ a ⊻ x ∈ S. 
We denote by S(A) the set of all ⊻ - subsets of A; clearly Ds(A) ⊆ S(A)   
and if D1, D2 ∈ S(A)  ⇒  D1 ∩ D2 ∈ S(A). 
 
Lemma 5.6.7. If D ∈ S(A), then  
(i) 1 ∈ D; 
(ii) x ∈ D ⇒ x** ∈ D. 
 

Proof. (i). If  x ∈ D, since 1 ∈ A ⇒ 1 ⊻ x ∈ D ⇔ 0 → x = 1∈ D. 
(ii). If x ∈ S, then x ⊻ x = x** ∈ D. ∎ 
 
Definition 5.6.8. By partial multiplier on A we understand a function   
f:D → A   with D ∈ S(A) such that for any x, y ∈ D and a ∈ A we have  
a18: f(a ⊻ x) = a ⊻ f(x); 
a19: f(x**) = f(x); 
a20: x ⊻ f(y) = y ⊻ f(x). 
 
By dom(f) ∈ S(A) we denote the domain of  f. If dom(f) = A, we say that f  
is total. 
To simplify the language, we will use multiplier instead  of partial 
multiplier, using total to indicate that the domain of a certain multiplier is A. 
 
Examples  
 
 1. The function 1 : A → A, 1(x) = 1 for every x ∈ A is a total multiplier.  
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Indeed, if x, a ∈ A, then a ⊻ 1(x) =  a* → 1 = 1 = 1(a ⊻ x),                   
1(x**) = 1 = 1(x) and for x, y ∈ A, x ⊻ 1(y) = x* → 1 = 1 and y ⊻ 1 (x) =            
y*→ 1 = 1 hence x ⊻ 1(y) = y ⊻ 1(x). 
 2. The function 0 : A → A, 0(x) = x** for every x ∈ A is also a total 
multiplier. 
Indeed, if x, a ∈ A, then 0(a ⊻ x) = (a ⊻ x)** = (a* → x)** =               a*** 
→ x** (by c22) =  a* → x**  =  a ⊻ 0(x), 0(x**) = x**** = x** = 0(x). 
For x, y ∈ A, x ⊻ 0(y) = x ⊻ y** = x* → y** = y* → x** (by c8) =         y* 
→ 0(x) = y ⊻ 0(x). 
 3. For a ∈ A and D ∈ S(A), the function fa : D → A, fa(x) = x ⊻ a for any     
x ∈ D is a multiplier on A (called  principal). 
Indeed, for b ∈ A, x, y ∈ D we have fa(b ⊻ x) = (b ⊻ x)⊻ a = b⊻(x⊻a) (by 
c40) = b ⊻ fa(x),  fa(x**) = (x**) ⊻ a =  x*** → a = x* → a = fa(x) and            
x ⊻ fa(y) = x ⊻ (y ⊻ a) = y ⊻ (x ⊻ a) = y ⊻ fa(x). 
 
Remark 5.6.9.  If dom(fa) = A we denote fa by af .   
 

Lemma 5.6.10. If  f : D → A is a multiplier on A (D ∈ S(A)), then  
(i)  f(1) = 1; 
(ii) For every x ∈ D, x** ≤ f(x). 
 

Proof. (i). If in a18 we put a = 1, then we obtain that for every x ∈ D,          
f(1 ⊻ x) = 1 ⊻ f(x)  ⇔ f(1) = 1. 
(ii). If in a18 we put a = x we obtain that for every  x ∈ D,  f(x ⊻ x) =        x 
⊻ f(x) ⇔ f(x**) = x* → f(x)  ⇔ f(x) = x* → f(x) (by a19)) ⇒ x ≤ f(x) ⇒         
x* → x ≤ x* → f(x) ⇒ x** ≤ f(x).  ∎ 
 
For D ∈ S(A) we denote M(D, A) = {f : D → A : f is a multiplier on A} and 

U
)(

),()(
ASD

ADMAM
∈

= . 

If  D1, D2 ∈ S(A) and fi ∈ M (Di, A), i = 1, 2, we define:    
f1 → f2 : D1 ∩ D2 → A by (f1 → f2) (x)  =  f1(x) → f2(x), for every              x 
∈ D1 → D2. 
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Lemma 5.6.11. f1 → f2 ∈ M (D1 ∩ D2, A). 
 

Proof. If a ∈ A and x, y ∈ D1 ∩ D2, then (f1 → f2) (a ⊻ x) =                       = 
f1(a ⊻ x) → f2(a ⊻ x) = (a ⊻ f1(x)) → (a ⊻ f2(x)) = a ⊻ (f1(x) → f2(x)) =                
a ⊻ (f1 → f2)(x), (f1 → f2)(x**) = f1(x**) → f2(x**) = f1(x) → f2(x) = (f1 → 
f2)(x)  and x ⊻ (f1 → f2)(y) = x ⊻ (f1(y) → f2(y)) = (x ⊻ f1(y)) → (x ⊻ f2(y)) 
=                (y ⊻ f1(x)) → (y ⊻ f2(x)) = y ⊻ (f1(x) → f2(x)) = y ⊻ (f1 → 
f2)(x).  ∎ 
 
 Lemma 5.6.12. (M(A), →, 0, 1)  is a bounded Hilbert algebra. 
 
 Proof. From Lemma 5.6.11 we deduce immediately that M(A) is a Hilbert 
algebra. If D ∈ S(A), f ∈ M(D, A) and x ∈ D, then 0(x) ≤ x** ≤ f(x) ≤ 1 
= 1(x).  ∎ 
 

 Lemma 5.6.13. The function vA : A → M(A), vA(a) = af  for every a ∈ A  
is a morphism in iH .   
 

 Proof. If a, b, x ∈ A, then )()())(( xfxfxff baba →=→ =                      (x ⊻ 
a) → (x ⊻ b) = x ⊻ (a → b) = )(xf ba→ , hence vA(a) → vA(b) = vA(a → b). 
   Also, vA(0) = 0 (since =)(0 xf  x ⊻ 0 = x* → 0 = x** = 0(x) for every       

x ∈ A). ∎ 
 

Definition 5.6.14. A nonempty subset D ⊆ A is called regular if for any  
x, y ∈ A  such that t ⊻ x = t ⊻ y for any t ∈ D, then x = y. 
 
Example 
  
Clearly, A is a regular subset of A since if  x, y ∈ A and  t ⊻ x = t ⊻ y  for 
any t ∈ A, then in particular for t = 0 we obtain that      0 ⊻ x = 0 ⊻ y ⇔ 1 
→ x = 1 → y  ⇔  x = y. 
More generally, every subset of A which contains 0 is a regular subset of A. 
 
We denote by ℛ(A) = {D ⊆ A : D is a regular subset of A}. 
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Lemma 5.6.15. If D1, D2 ∈ S(A) ∩ ℛ(A), then D1 ∩ D2 ∈S(A) ∩ℛ(A). 
 

Proof. Let x, y ∈ A  such that t ⊻ x = t ⊻ y for every t ∈ D1 ∩ D2. 
Since for every t1, t2 ∈ A we have (t1 ⊻ t2) ⊻ 0 = (t2 ⊻ t1) ⊻ 0  =                 
t1 ⊻ (t2 ⊻ 0), then if we consider t = (t1 ⊻ t2) ⊻ 0 = (t2 ⊻ t1) ⊻ 0 we have 
that         t ∈ D1 ∩ D2 (since t1 ⊻ t2 ∈ D2, so by Lemma 5.7, t = (t1 ⊻ t2) ⊻ 0 
=                     (t1 ⊻ t2)** ∈ D2). 
Since t ⊻ x = t ⊻ y we obtain that ((t1 ⊻ t2) ⊻ 0) ⊻ x =                            ((t1 
⊻ t2) ⊻ 0) ⊻ y ⇔ t1 ⊻ ((t2 ⊻ 0) ⊻ x) = t1 ⊻ ((t2 ⊻ 0) ⊻ y). 
Since t1 ∈ D1 is arbitrary and D1 ∈ S(A) ∩ ℛ(A), we obtain that              (t2 
⊻ 0) ⊻ x  = (t2 ⊻ 0) ⊻ y ⇔ t2 ⊻ (0 ⊻ x) = t2 ⊻ (0 ⊻ y) ⇔ t2 ⊻ x = t2 ⊻ y   
(since 0 ⊻ x = 1 → x and 0 ⊻ y  = 1 → y = y). Since t2 ∈ D2 is arbitrary and        
D2 ∈ S(A) ∩ ℛ(A), we obtain that x = y, hence D1 ∩ D2 ∈ S(A) ∩ ℛ(A). 
∎ 
 
Remark 5.6.16. From Lemma 5.6.15 we deduce that   
Mr(A) = {f∈M(A) : dom(f) ∈ S (A) ∩ ℛ(A)} is a Hilbert subalgebra of 
M(A). 
 
Definition 5.6.17. Given two multipliers f1 and f2 on A, we say that f1 
extends f2 if dom(f2) ⊆ dom(f1) and f1(x) = f2(x) for every x ∈ dom(f2); in 
this case we write f2 ≤ f1. 
A multiplier f is called maximal if f can not be extended to a strictly 
larger domain  which contain  dom(f). 
 
Lemma 5.6.18. (i) If f1, f2 ∈ M(A) and f ≤ f1, f ≤ f2, then  f1 and f2 agree 
on the dom(f1) ∩ dom(f2); 
(ii) Every multiplier f ∈ Mr(A) can be extended to a maximal 
multiplier. More precisely, every principal multiplier fa with dom(fa) ∈ 
S(A) ∩ ℛ(A) can be uniquely extended to a total multiplier af  and each 
non-principal multiplier can be extended to a maximal non-principal 
one. 
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Proof. (i). If by contrary there is t ∈ dom(f1) ∩ dom(f2) such that               
f1(t) ≠ f2(t), since dom(f) ∈ ℛ(A), there is tʹ ∈ dom(f) such that                                
tʹ⊻ f1(t) ≠ tʹ⊻ f2(t) ⇔ f1(tʹ ⊻ t) ≠ f2(tʹ ⊻ t) ⇔ f1((tʹ ⊻ t)**) ≠ f2((tʹ ⊻ 
t)**), which is contradictory since t0 = (tʹ ⊻ t)** = ((tʹ)* → t)** = (tʹ)* → 
t** =            t* → (tʹ)** = t ⊻ (tʹ)** ∈ dom(f). 
(ii). We first prove that fa can not be extended to a non-principal multiplier. 
Let D = dom(fa) ∈ S(A) ∩ ℛ(A), fa : D → A and suppose by contrary that  
there is Dʹ ∈ S(A), D ⊆ Dʹ  (hence Dʹ ∈ ℛ(A)) and a non-principal 
multiplier      f ∈ M(Dʹ, Aʹ) which extends fa. 
Since f  is non-principal there is x0 ∈ Dʹ, x0 ∉ D, such that f(x0) ≠ x0 ⊻ a. 
Since D ∈ ℛ(A), then there is t ∈ D such that t ⊻ f(x0) ≠ t ⊻ (x0 ⊻ a) ⇔           
f(t ⊻ x0) ≠ (t ⊻ x0) ⊻ a ⇔ f((t ⊻ x0)**) ≠ (t ⊻ x0) ⊻ a = ((t ⊻ x0)** ⊻ a. 
Denoting t0 = (t ⊻ x0)** = (t* → x0)** = t*** → x0** = t* → x0** =            
x0* → t** = x0 ⊻ t** ∈ D (since t** ∈ D). 
We obtain that f(t0) ≠ t0 ⊻ a, which is a contradictory since fa ≤ f.   
Hence fa is uniquely extended by af . 

Now, let f ∈ Mr(A) non-principal and Mf = {(D,g) : D∈S(A),                      g 
∈ M(D,A), dom(f) ⊆ D and g|dom(f) = f} (clearly, if (D,g) ∈ Mf, then                    

D ∈ S(A) ∩ ℛ(A)). 
The set Mf  is ordered by (D1, g1) ≤ (D2, g2) ⇔ D1 ⊆ D2 and 

12 Dg = g1.  

Let (Di, gi)i∈I be a chain in Mf. 
Then Dʹ = U

Ii
iD

∈
 ∈ S(A) ∩ ℛ(A) and dom(f) ⊆ Dʹ. 

 So, gʹ : Dʹ → A defined by  gʹ(x) = gi(x) if x ∈ Di is correctly defined 
(since for x ∈ Di ∩ Dj  we have that gi(x) = gj(x)).   
Clearly gʹ ∈ M(Dʹ, A) and gʹ| dom(f)  = f (since for x ∈ dom(f) ⊆ Dʹ, then   x 

∈ Dʹ and so there is i ∈ I such that x ∈ Di, hence gʹ(x) = gi(x) = f(x)). 
So, (Dʹ, gʹ) is an upper bound for the family (Di, gi)i∈I, hence by Zorn’s 
lemma  Mf  contains at least one maximal multiplier h  which extends  f.   
Since f is non-principal and h extends f, we deduce that h is non-principal. 
∎  
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On Hilbert algebra Mr(A) we consider the relation ρA defined by:   
           (f1, f2) ∈ ρA  ⇔  f1 and f2 agree on dom(f1) ∩ dom(f2). 
 
Lemma 5.6.19.  ρA ∈ Con(Mr (A)) (in iH ).  
 
Proof. The reflexivity and the symmetry of ρA are immediate; to prove the 
transitivity of ρA, let (f1, f2), (f2, f3) ∈ ρA.    
If by contrary there is x0 ∈ dom(f1) ∩ dom(f3) such that f1(x0) ≠ f3(x0), 
since dom(f2) ∈ ℛ(A) there is t ∈ dom(f2) such that t ⊻ f1(x0) ≠ t ⊻ f3(x0) 
⇔      f1(t ⊻ x0) ≠ f3(t ⊻ x0) ⇔ f1((t ⊻ x0)**) ≠ f3((t ⊻ x0)**), which is a 
contradictory since (t ⊻ x0)** ∈ dom(f1) ∩ dom(f2) ∩ dom(f3) (see the 
proof of Lemma 5.5.15). Hence ρA ∈ Echiv(Mr(A)).  
Since the compatibility of ρA with →  is immediate, we deduce that                 
ρA ∈ Con(Mr(A)).  ∎ 
 

For f ∈ Mr(A) we denote [f] = f / ρA and Aʹʹ = Mr(A) / ρA. 
 
Lemma 5.6.20. The function  Av  : A → Aʹʹ  defined by ][)( aA fav = , for 
every a ∈ A is a monomorphism in iH and Av (A) ∈ ℛ(Aʹʹ). 
 

Proof.  The fact that  ),( AAHv iA ′′∈  follows from Lemma 5.5.13. 
To prove the injectivity of  Av , let a, b ∈ A such that  Av (a) = Av (b).    Then 

][][ ba ff = ⇔ ( af , bf ) ∈ ρA ⇔ af (x) = bf (x), for every  x ∈ A  ⇔           x 

⊻ a = x ⊻ b, for every  x ∈ A  ⇔  a = b. 
To prove  Av (A) ∈ ℛ(Aʹʹ), if by contrary there exist f1, f2 ∈ Mr (A)  such 

that [f1] ≠ [f2] (that is, there is x0 ∈ dom (f1) ∩ dom(f2) such that   f1 (x0) ≠ 
f2 (x0))   and   ][ af ⊻ [f1] = ][ af ⊻ [f2] ⇔ [ af ⊻ f1 ] = [ af ⊻ f2 ],  for every  a 

∈ A. 
In particular for a = x0, we obtain that  x ∈ dom(f1)∩dom (f2),                
(

0xf ⊻ f1))(x) = (
0xf ⊻ f2)(x)⇔( 0

*
xf → f1)(x) = ( 0

*
xf → f2)(x)⇔                  

(
0xf (x) → 0(x)) → f1(x) = ( 

0xf (x) → 0(x)) → f2(x) ⇔ ((x* → x0) → x**) 

→      f1(x) = ((x* → x0) → x**) → f2(x) ⇔ (x* → x0*) → f1(x) = (x* → 
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x0*) → f2(x); in  particular  for   x = x0 we obtain that 1 → f1(x0) = 1 → 
f2(x0) ⇔ f1(x0) = f2 (x0), which is contradictory. ∎ 
 
Remark 5.6.21. (i). Since for every a ∈ A, af  is the unique maximal 
multiplier on ][ af  (by  Lemma 5.6.18), we can identify ][ af  with af ; 
(ii). So, since Av  is a monomorphism in iH , the elements of A can be 
identified with the elements of the set { af  : a ∈ A}. 
 

Lemma 5.6.22. In view of the identifications made above, if [f] ∈ Aʹʹ     
(with f ∈ Mr (A) and D = dom(f) ∈ S(A) ∩ ℛ(A)), then D ⊆ {a ∈ A :              

af  ⊻ [f] ∈ A}. 
 

Proof. Let a ∈ D. If by contrary af  ⊻ [f] ∉ A (that is,                            [ af  
⊻ f ] ∉ )(AvA ), then af  ⊻ f   is a non-principal multiplier on A. 
By Lemma 5.6.18, af  ⊻ f can be extended to a non-principal maximal 
multiplier ADf →:  with D ∈ S(A). 
Thus, D ⊆ D  and for every  x ∈ D, f (x) = ( af  ⊻ f )(x) = ( af *  → f)(x)  = 
(( af → 0)→ f)(x) = ( af (x) → 0(x)) → f (x) = ((x* → a) → (x* → 0)) → f 
(x) = =(x* → a*) → f (x). 
Thus, for every x ∈ D, x* → f (x) = x* → ((x* → a*) → f(x) ⇔     f (x* 
→ x)  =  (x* → a*) → (x* → f (x))  ⇔ f (x**) = x* → (a* → f(x)) ⇔   
f (x) = a* → (x* → f(x)) = a* → f(x) = a ⊻ f(x). 

Since a ∈ D, then by a20 we deduce that for every x ∈ D,                     f (x) 
= a ⊻ f(x) = x ⊻ f(a), that is, Df  is principal which is contradictory with the 

assumption that f is non-principal.  ∎ 
 

Definition 5.6.23. A Hilbert algebra Aʹ is called Hilbert algebra of 
fractions of A if  
a21:  A  is a Hilbert subalgebra of  Aʹ;  
a22: For every aʹ, bʹ, cʹ∈ Aʹ, aʹ ≠ bʹ, there is a ∈ A such that                       
a ⊻ aʹ ≠  a ⊻ bʹ and a ⊻ cʹ ∈ A. 
As a notational convenience, we write A ≤ Aʹ to indicate that Aʹ is a 
Hilbert algebra of fractions for A (clearly, A ≤ A). 
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Definition 5.6.24. M is the maximal Hilbert algebra of quotients of A if    
A ≤ M and for every Aʹ with A ≤ Aʹ there is a monomorphism of 
Hilbert algebras i : Aʹ → M in iH . 
 
Lemma 5.6.25. Let A ≤ Aʹ. Then for every aʹ, bʹ ∈ Aʹ,  aʹ ≠ bʹ and any 
finite sequences ncc ′′ ,...,1  ∈ Aʹ, there is a ∈ A such that a ⊻ aʹ ≠ a ⊻ bʹ 
and     a ⊻ cʹi  ∈ A for i = 1, 2, ..., n. 
 

Proof. For n = 1 the lemma is true since A ≤ Aʹ. 
Assume lemma hold true for n-1 (that is, there is b ∈ A such that               b 
⊻ aʹ ≠ b ⊻ bʹ and b ⊻ cʹi  ∈ A for i = 1, 2, ..., n-1).   
Since A ≤ Aʹ we find c ∈ A such that c ⊻ (b ⊻ aʹ) ≠ c ⊻ (b ⊻ bʹ) and     c 
⊻ cʹn ∈ A. Then the element a = b ⊻ c ∈ A  has the required properties. ∎ 
 

Lemma 5.6.26. Let  A ≤ Aʹ  and  aʹ ∈ Aʹ.  Then    
                  aD ′  = {a ∈A: a ⊻ a ʹ ∈ A} ∈ S(A) ∩ ℛ(A). 
 

Proof.  If  a ∈ A and x ∈ aD ′ , then  x ⊻ aʹ ∈ A and since (a ⊻ x) ⊻ aʹ =   a 
⊻ (x ⊻ aʹ) ∈ A it follows that a ⊻ x ∈ aD ′ , hence aD ′  ∈ S(A). 
To prove aD ′∈ ℛ(A), let  x, y ∈ A such that a ⊻ x = a ⊻ y for every        a 
∈ aD ′ . 

If by contrary x ≠ y, since A ≤ Aʹ, there is a0 ∈ A such that a0 ⊻ aʹ ∈A  
(hence a0 ∈ aD ′ ) and a0 ⊻ x ≠ a0 ⊻ y, which is contradictory.  ∎ 
 

Theorem 5.6.27. Aʹʹ = Mr(A) / ρA is the maximal Hilbert algebra of 
quotients of A. 
 

Proof. The fact that A is Hilbert subalgebra of Aʹʹ follows from Lemma 
5.6.19. 
To prove that A ≤ Aʹʹ, let [f], [g], [h] ∈ Aʹʹ ( with f, g, h ∈ Mr (A)) such 
that [g] ≠ [h] (that is, there is x0 ∈ dom(g) ∩ dom(h) such that g(x0) ≠ 
h(x0)). 
Put D = dom(f) ∈ S(A) ∩ ℛ(A)  and D[f] = { a ∈ A : af  ⊻ [f ] ∈ A}. 
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Then by Lemma 5.6.22, D ⊆ D[f].   
If we suppose that for every a ∈ D, af  ⊻ [g] = af  ⊻ [h], then [ af  ⊻ g] = 
[ af  ⊻ h], hence for every x  ∈ dom(g) ∩ dom(h) we have ( af  ⊻ g) (x) =            
( af  ⊻ h)(x) ⇔ (x* → a*) → g(x) = (x* → a*) → h(x). 

We deduce that for every x∈ dom(g)∩dom(h), x* → ((x* → a*) → g(x)) = 
x* → ((x* → a*) → h(x)) ⇒ (x* → a*) → (x* → g(x)) = (x* → a*) →          
(x* → h(x))  ⇒  x* → (a* → g(x)) = x* → (a* → h(x)) ⇒ a* → (x* → 
g(x)) =   a* → (x* → h(x)) ⇒ a* → g(x) = a* → h(x)  ⇔ a ⊻ g(x) = a ⊻ 
h(x).   
Since D ∈ ℛ(A), we deduce that g(x) = h(x) for every                                x 
∈ dom(g) ∩ dom(h) ⇔ [g] = [h]  which is contradictory.  
Hence,  if  [g] ≠ [h], then there is a ∈ D  such that af  ⊻ [g] ≠ af  ⊻ [h];  
but for this a∈ D, we clearly have, af  ⊻ [f] ∈ A (since D ⊆ D[f]), hence  A 

≤ Aʹʹ. 
To prove the maximality of  Aʹʹ, let Aʹ such that A ≤ Aʹ. Then we have     i 
: Aʹ → Aʹʹ,  i(aʹ) = [ af ′  ], for every aʹ ∈ Aʹ  (with  dom ( af ′ ) = aD ′ ). 
Clearly, af ′  ∈ Mr(A) and i is a morphism in iH .   
To prove the injectivity of  i, let  aʹ, bʹ ∈ Aʹ  such that  [ af ′ ] = [ bf ′ ]  ⇔  

af ′  (x) = bf ′  (x) for every  x ∈ ba DD ′′ ∩ . If  aʹ ≠ bʹ, since A ≤ Aʹ, there is           

a ∈ A  such that  a ⊻ aʹ, a ⊻ bʹ ∈ A and a ⊻ aʹ ≠ a ⊻ bʹ, which is 
contradictory (since a ⊻ aʹ, a ⊻ bʹ ∈ A  ⇒  a ∈ ba DD ′′ ∩ ).  ∎ 
 
Definition 5.6.28. A non-empty subset F of  S(A) is called a  Gabriel filter   
on  A  if  
a23: D1 ∈ F,  D2 ∈ S(A)  and  D1 ⊆ D2, then D2 ∈ F (hence A∈ F); 
a24: D1, D2 ∈ F,  then D1 ∩ D2 ∈ F. 
 
We denote by  G(A)  the set of all Gabriel filters on A . 
 
Examples 
 
1. If  D ∈ S(A), then F(D) = {Dʹ ∈ S(A) : D ⊆ Dʹ} ∈ G(A). 
2. ℛ(A) ∩ S(A) ∈ T(A).   
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Indeed, a23 it is clearly verified. To verify a24, let  D1, D2 ∈ ℛ(A) ∩ S(A)   
and  x, y ∈ A  such that   t ⊻ x = t ⊻ y  for every  t ∈ D1 ∩ D2. Then for any            
t1, t2 ∈ A we have (t1 ⊻ t2) ⊻ 0 = (t2 ⊻ t1) ⊻ 0 = t1 ⊻ (t2 ⊻ 0)  so , if  ti ∈ 
Di,          i = 1, 2, and if we take  t = (t1 ⊻ t2 ) ⊻ 0,  t ∈ D1 ∩ D2  (since  t1 ⊻ 
t2 ∈ D2 ⇒       (t1 ⊻ t2)** ∈ D2  by Lemma 5.6.7). 
Since t ⊻ x  =  t ⊻ y ⇒ ((t1 ⊻ t2) ⊻ 0) ⊻ x = ((t1 ⊻ t2) ⊻ 0) ⊻ y ⇔           t1 
⊻ ((t2 ⊻ 0) ⊻ x) = t1 ⊻ ((t2 ⊻ 0) ⊻ y). 
Since t1 ∈ D1 is arbitrary and D1 ∈ S(A) ∩ ℛ(A) we obtain that               (t2 
⊻ 0) ⊻ x = (t2 ⊻ 0) ⊻ y  ⇔  t2 ⊻ (0 ⊻ x) = t2 ⊻ (0 ⊻ y)  ⇔  t2 ⊻  x =              
t2 ⊻  y (since 0 ⊻ x = 1 → x = x).   
Since t2 ∈ D2  is arbitrary and  D2 ∈ ℛ(A) we deduce that x = y,  hence           
D1 ∩ D2 ∈ ℛ(A), that is ℛ(A) ∩ S(A) ∈ G(A). 
3. We recall that S ⊆ A is called ⊻ - closed system if x, y∈S⇒x ⊻ y∈S. 
If we denote FS = {D ∩ S ≠∅}, then FS ∈ G(A). 
Indeed, the axiom a23 is verified since if D1, D2 ∈ S(A), D1 ⊆ D2 and       D1 
∩ S ≠∅, then D1 ∩ S ⊆ D2 ∩ S, hence D2 ∩ S ≠∅. 
To prove the axiom a24, let D1, D2 ∈ FS, that is, there is si ∈ Di ∩ S, i = 1, 2.    
If we denote s = s1 ⊻ s2 and sʹ = s ⊻ 0, then s ∈ S and sʹ = s** = s⊻s ∈S; 
since sʹ∈ D1 ∩ D2, then sʹ∈(D1 ∩ D2)∩ S, that is, D1 ∩ D2 ∈ FS. 
 
For F ∈ G(A) we consider the binary relation on A defined by :   
(x, y) ∈ θF  ⇔ there is  D ∈ F  such that   t ⊻ x = t ⊻ y  for every  t ∈ D 
 
Lemma 5.6.29.  θF  ∈ Con (A). 
 
Proof. The reflexivity and symmetry of  θF  are  immediate. To prove the 
transitivity of  θF, let (x, y), (y, z) ∈ θF. Then there are D1, D2 ∈ F  such that           
t ⊻ x = t ⊻ y for every t ∈ D1  and tʹ ⊻ x = tʹ ⊻ y  for every tʹ ∈ D2. 
If we consider D = D1 ∩ D2 ∈ F, then for every t ∈ D, t ⊻ x = t ⊻ z,  hence 
(x, z) ∈ θF . 
To prove the compatibility of θF  with →,  let  x, y, z ∈ A such that         (x, 
y) ∈ θF, hence there is D ∈ F  such that t ⊻ x = t ⊻ y  for every  t∈D. 
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Since  t ⊻ (x → z) = (t ⊻ x) → (t ⊻ z) = (t ⊻ y) → (t ⊻ z) =  t ⊻ (y → z)   
and t ⊻ (z → x)  =  (t ⊻ z) → (t ⊻ x)  =  (t ⊻ z) → (t ⊻ y) = t ⊻ (z → y)  
we deduce that (x → z, y → z),  (z → x, z → y) ∈ θF .  ∎ 
 

For x ∈ A  we denote by x/θF  the equivalence class of  x  modulo  θF   and 
by  πF : A → A / θF  canonical surjective function defined for a ∈ A by  πF 
(a) =     a / θF  (clearly πF  is an epimorphism in iH ). 
 

Definition 5.6.30. Let F∈G(A). An F–multiplier is a function                     
f : D→ A / θF, where D ∈ F and for any  x, y ∈ D  and  a ∈ A  the 
following axioms are fulfilled: 
a25: f(a ⊻ x) = (a / θF ) ⊻ f(x); 
a26: f(x**) = f(x); 
a27: (x / θF ) ⊻ f(y) = (y / θF ) ⊻ f(x). 
 
 
Examples  
 
1. If  F = {A} then θF  is the identity, then an F– multiplier is in fact a total 
multiplier on A (in the sense of  Definition 5.6.8). 
2. The functions  0, 1 : A → A / θF  defined by 0(x) = (x / θF )**  and            
1(x) = 1/θF  for every  x ∈ A  are  F – multipliers. 
3. For a ∈ A, fa : A → A / θF ,  fa(x) = (x / θF ) ⊻ (a / θF ), for every  x ∈ A  
is a F – multiplier. 
 
We denote by  M(D, A / θF)  the set of all F – multipliers having as domain  
D∈F. If D1, D2 ∈ F, D1 ⊆ D2 then we have a canonical  function                      

1

2

D
Dϕ : M(D2, A / θF) → M(D1, A / θF) defined by  

1

1

2
)( D

D
D ff =ϕ ,  for                        

f ∈ M (D2, A / θF ). 
Let us consider the directed system of sets ({M(D, A / θF )}D∈F, ( 1

2

D
Dϕ )

21 DD ⊆ )  
and denote by AF the inductive limit AF = 

 →
∈FD

lim M (D, A / θF) (in the 

category Set of sets; see Chapter 4). 
For any F – multiplier f : D → A / θF  we will denote by ),( fD  the 
equivalence class of  f in AF. 
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Remark 5.6.31. If fi : Di → A / θF, i = 1, 2 are two multipliers, then 
),(),( 2211 fDfD =  (in AF) ⇔ there is D ∈ F,  D ⊆ D1 ∩ D2  such that 

Df1 = Df 2 . 
For  fi : Di → A / θF,  i = 1, 2, F – multipliers let us consider the function  f1 
→ f2 : D1 ∩ D2  → A / θF  defined by  (f1 → f2)(x) = f1 (x) → f2 (x), for any         
x ∈ D1 ∩ D2  and ),(),( 2211 fDfD → = ),( 2121 ffDD →∩  
This last definition is correct . 
Indeed, let fʹi : Dʹi  → A / θF  with Dʹi ∈ F  such that ),(),( iiii fDfD ′′= ,    i = 

1, 2. Then there are Dʹʹ1 , Dʹʹ2 ∈ F such that Dʹʹ1 ⊆ D1∩Dʹ1, Dʹʹ2 ⊆ 
D2∩Dʹ2   and  

11 11 DD ff ′′′′ ′= , 
22 22 DD ff ′′′′ ′= .  

If we set Dʹʹ⊆ D1∩D2 ∩Dʹ1∩Dʹ2, then Dʹʹ∈ F and clearly (f1  → f2) D ′′  =  (f 

ʹ1 → f ʹ2) D ′′ , hence  ),( 2121 ffDD →∩ = ),( 2121 ffDD ′→′′∩′ . 
 
Lemma 5.6.32.  f1 → f2 ∈ M (D1 ∩ D2 , A / θF). 
 

Proof.  As in the case of Lemma 5.6.11.  ∎ 
 
Corollary 5.6.33. (AF, →, 0 , 1 ) ∈ iH , where )0,(0 A=  and )1,(1 A= . 
 
Proof.  As in the case of Lemma 5.6.12.  ∎ 
 
Definition  5.6.34. The bounded  Hilbert algebra AF will be called the  
localization Hilbert algebra of A with respect to the Gabriel filter  F. 
 
Lemma 5.6.35. The function vF : A → AF  defined by  vF(a) = ),( afA ,  
for  a ∈ A  is a morphism in iH  and  vF(A) ∈ ℛ(AF). 
 
Proof. If a, b ∈ A, then vF(a) → vF(b) = ),( afA → ),( bfA = = ),( ba ffA →  = 

),( bafA →  = vF(a→ b)  (by  Lemma 5.6.13).  Since                    f0(x) = (x / 

θF)* → (0 / θF) = (x / θF)** = 0 (x), for any x ∈ A, we deduce that       vF(0) 
= ),( 0fA = )0,(A = 0 . 
To prove that vF(A) ∈ ℛ(AF), let ),( ii fD  ∈ AF with Di ∈ F, i = 1, 2   such 
that ),( afA ⊻ =),( 11 fD ),( afA ⊻ ),( 22 fD ,  for any  a ∈A.   
Then:  ( ),( afA → 0 ) → =),( 11 fD ( ),( afA → 0 ) → ),( 22 fD ⇔ 
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( ),( afA → )0,(A ) → =),( 11 fD ( ),( afA → )0,(A ) → ),( 22 fD ⇔ 
)0,( →afA  → =),( 11 fD )0,( →afA → ),( 22 fD ⇔   

))0(,( 11 ffD a →→  = ))0(,( 22 ffD a →→ ,  for any   a ∈ A. 

So, there is D ⊆ D1 ∩ D2, D ∈ F  such that 
DaDa ffff ))0(())0(( 21 →→=→→   

))()0(())()0(( 21 xffxff aa →→=→→ , for every  x ∈ D and a ∈ A  ⇔ ((x 

/ θF)* → (a / θF)* ) → f1(x) = ((x / θF)* → (a / θF)*) → f2(x) for every x∈D 
and a ∈ A. 
If we take a = x ∈ D, then we obtain 1 → f1(x) = 1 → f2(x) ⇔               
f1(x) = f2(x),  hence ),(),( 2211 fDfD = ,  that is,  vF(A) ∈ ℛ(AF).  ∎ 
 
In what follows we describe the localization of Hilbert algebra AF in some 
special instances. 
 
Applications  
 
1. If D ∈ S(A) and F is the Gabriel filter  F(D) = {Sʹ ∈ S (A) : D ⊆ Dʹ},  
then AF ⊆ M(D, A / θF) and  vF(a) = ),( DafD , for every a ∈ A. 

For  x, y ∈ A we have: (x, y) ∈ θF ⇔ for any t ∈ D, t ⊻ x = t ⊻ y  ⇔ 
DyDx ff =  ⇔ vF(x) = vF(y) and then there exists a monomorphism                        

φ : A /θF → AF  in iH   such that the diagram 
 

 
 
is  commutative (e.g.  φ ∘ πF = vF ). 
2.  If  F = ℛ(A) ∩ S(A) is the Gabriel filter of the sets from S(A) which are 
regular subsets of  A,  then θF = ∆A  (hence A / θF = A), so, an F – 

φ 

 Aʹ 

AF A 

Fπ  

vF 
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multiplier on A  in the sense of  Definition 5.6.30 coincide  with the notion 
of multiplier in  the sense of  Definition 5.6.8. 
In this case AF  = ),(lim ADM

FD  →
∈

, where M(D, A) = {f : D → A : f  is 

multiplier on A}, vF is a monomorphism (coincides with  Av   from  Lemma 
5.6.20) in  iH   and   AF = Aʹʹ. So, in the case F = ℛ(A) ∩ S(A), AF is 
exactly the maximal Hilbert algebra of quotients of A (see Theorem 5.6.27). 
(iii). Let S ⊆ A a ⊻ -  closed subset of A.  
Consider  the congruence θS on A: (x, y) ∈ θS ⇔ there is s ∈ S such that   s 
⊻ x = s⊻ y. 
By  Lemma 5.6.2 we deduce that θS ∈ Con(A) and A / θS = A[S]  (see 
Definition  5.6.5). 
 
Theorem 5.6.36. Let S ⊆ A a ⊻ - closed system of A  and                        
FS = {D ∈ S (A) : D ∩ S ≠∅ } ∈ G(A). Then 

SFA  ≈ A[S] (in iH ).   
 
Proof. For x, y ∈ A we have: (x, y) ∈ 

SFθ ⇔ there is  D ∈ FS  such that  s 

⊻ x = s ⊻ y, for every s ∈ D. 
Since D ∩ S ≠ ∅,  there is s0 ∈ D∩S; in particular  we obtain that             
s0 ⊻ x = s0 ⊻ y, hence (x, y) ∈ θS (see Lemma 5.6.2). 
We consider D0 = [s0) = {a ∈ A : s0 ≤ a} ∈ Ds(A). 
Since s0 ∈ D ∩ S  we deduce that D0 ∈ FS.   
From s0 ⊻ x = s0 ⊻ y ⇒ s*0 → x = s*0 → y ⇒ s*0 ≤ x → y and               s*0 
≤ y → x. If s ∈ D0, then s0 ≤ s ⇒ s* ≤ s*0 ⇒ s* ≤ x → y and s* ≤ y → x  
⇒ s* → x = s* → y  ⇒ s ⊻ x = s ⊻ y  ⇒  (x, y) ∈ 

SFθ  ⇒
SFθ  = θS  , so                       

A / 
SFθ = A[S]. 

Therefore, an FS –multiplier can be considered in this case  a function         f 
: D → A[S]  (D ∈ FS) having the properties: f(a ⊻ x) = â⊻ f(x), f(x**) = 
f(x)    and x̂  ⊻ f (y) = ŷ⊻ f (x), for any x, y ∈ D and  a ∈A (we denoted x̂  
= x / θS). 
If ),(,),( 2211 fDfD ∈

SFA = ])[,(lim SADM
SFD  →

∈

and ),(),( 2211 fDfD = , then 

there is D ∈ FS  such that D ⊆ D1 ∩ D2  and DD ff 21 = . 
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Since  D, D1, D2 ∈ FS then D ∩ S,  D1 ∩ S, D2 ∩ S ≠∅ and choose               
s ∈ D ∩ S, si ∈ Di ∩ S,  i = 1, 2.    
We will prove that f1(s1) = f2(s2).   
Indeed, since for any  x, y ∈ A we have x* → y** = y* → x** we deduce 
that s1 ⊻ (s2 ⊻ s1)  =  s2 ⊻ (s1 ⊻ s1) = s*2 → s**1 = s*1 →s**2  = s2 ⊻ (s1 ⊻ 
s2) ∈ S.  Hence, for t = s ⊻ (s1 ⊻ (s2 ⊻  s1)) = s ⊻ (s2 ⊻ (s1 ⊻ s2))  we 
obtain t = s ⊻ (s2 ⊻ (s1 ⊻ s1)) = s2 ⊻ (s ⊻ (s1 ⊻ s1)) = s2 ⊻ (s* → s**1)) =  
s2 ⊻(s*1 → s**)) = s2 ⊻ (s1 ⊻ (s ⊻ s)) ∈ D ∩ S. 
Since DD ff 21 =  and  t ∈ D  we have  f1(t) = f2(t). Since f1 and f2 are      FS – 

multipliers, we obtain  f1 (s ⊻ (s1 ⊻ (s2 ⊻ s1))) = f2 (s ⊻ (s2 ⊻ (s1 ⊻ s2)))  
⇔   )))()*ˆ(()*ˆ(()*ˆ()))()*ˆ(()*ˆ(()*ˆ( 22121122 sfssssfsss →→→=→→→ .       
But  s, s1, s2 ∈ S, hence === 21 ˆˆˆ sss   0, so 0* →(0* → (0*  → f1 (s1)))  =  0* 

→ (0* → (0* → f2(s2)))  ⇔ 1 → (1 →(1 → f1(s1))) = 1 → (1 → (1 → 
f2(s2)))  ⇔ f1(s1) = f2(s2). 
Analogously  we prove that f1(s1) = f2(s2),  for any  s1, s2 ∈ D ∩ S. 
In accordance with these considerations we can consider the function          α 
: 

SFA = ])[,(lim SADM
SFD  →

∈

 → A [S],  α( ),( fD  ) = f(s),  where s ∈ D ∩ S. 

Clearly, α  is a morphism in iH (since if ),( ii fD ∈ 
SFA , with Di ∈ FS,        i 

= 1, 2,  then  α( ),(),( 2211 fDfD → ) = α ( ),( 2121 ffDD →∩ ) = (f1 → f2)(s) =                      
f1(s) → f2(s) =  α( ),( 11 fD ) → α( ),( 22 fD ), where  s ∈ (D1 ∩ D2) ∩ S  and       
α( 0 ) = α( )0,(A ) = 0(s) = **)ˆ(s  = 0** = 0).   
We will prove that α is bijective. 
To prove the injectivity of α , let ),( 11 fD , ),( 22 fD ∈ 

SFA  such that          

α( ),( 11 fD ) =  α( ),( 22 fD ). 

 Then for s1 ∈ D1 ∩ S and s2 ∈ D2 ∩ D we have f1(s1) = f2(s2). We consider 
the element  s = s1 ⊻ (s2 ⊻ s1) = s2 ⊻ (s1 ⊻ s2) ∈ (D1 ∩ D2) ∩ S. 
We have f1(s)  = 1ŝ  ⊻ ( 2ŝ ⊻ f1(s1)) = 0 ⊻ (0 ⊻ f1(s1)) = 1→ (1→f1(s1)) =  
f1(s1) and analogously f2(s) = 2ŝ ⊻ ( 1ŝ  ⊻ f2(s2)) = f2(s2), hence f1(s) = f2(s). 

Now let  Ds = {sʹ∈ D1 ∩ D2 : sʹ = sʹ ⊻ s}. 
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Since s** = s ⊻ s ∈ D1 ∩ D2  and (s**) ⊻ s = s*** → s = s* → s =  s**  we 
deduce that Ds ≠ ∅.   
If  a ∈ A  and  sʹ ∈ Ds,  then a ⊻ sʹ = a ⊻ (sʹ ⊻ s) = (a ⊻ sʹ) ⊻ s,  hence   a 
⊻ sʹ ∈ Ds, that is, Ds ∈ S(A).  Since a** ∈ Ds ∩ S, we deduce that Ds ∈ FS. 
 If  sʹ∈ Ds, then f1(sʹ) = f1(sʹ⊻ s) = s′ˆ ⊻ f1(s), f2(sʹ)= f2(sʹ⊻ s) = s′ˆ ⊻ f2(s), 
hence f1(sʹ) = f2(sʹ)⇒

ss DD ff 21 =  ⇒ ),( 11 fD ) = ),( 22 fD , that is, α  is 
injective. 
To prove the surjectivity of α, let â∈ A[S]  (a ∈ A).   
For s ∈ S,  we consider D = [s). 
Then D ∈ FS and we define fa : D → A[S],  fa (x) = (x ⊻ a) / θS  for any    x 
∈ D .  
Clearly fa is a  FS – multiplier and we shall  prove that  α( ),( afD ) = â .   

Indeed, since s* → (s* → a) = s* → a, then (s* → a, a) ∈ θS,  hence  

aas ˆ=→
∧

  ⇔  fa(s) = â⇔  α ( ),( afD ) = â .  ∎ 
 
We consider now the case of  Hertz algebras . 
 

Lemma 5.6.37.  If  (H, →, ∧)  is a  Hertz algebra , then  D ∈ Ds(H)  iff  
D is a filter of the  meet–semilattice (H,∧). 
 

Proof. Suppose that D ∈ Ds(H) and let  x, y ∈ D; we will prove that         x 
∧ y ∈ D. 
By a14 we have:  x → (x ∧ y) = (x → x) ∧ (x → y) = 1 ∧ (x → y) =          x 
→ y ∈ D; since x ∈ D we deduce that  x ∧ y ∈ D. 
If  x ∈ D, y ∈ H and x ≤ y, then x → y = 1 ∈ D, hence y ∈ D. 
Conversely, suppose that D is a filter of  H and we will prove that D is a 
deductive system of  H; clearly 1 ∈ D since  x ≤ 1 for every  x ∈ D.  
Suppose that  x, x → y ∈ D; then by  a15, x ∧ y =  x ∧ (x → y) ∈ D and 
since x∧y ≤ y  we deduce that y ∈ D. ∎ 
 
The notion of ⊻ - closed system for Hertz algebras will be defineed as in the 
case of  Hilbert algebras (see Definition 5.6.1). 
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We will define the notion of Hertz algebra of fractions relative to an  ⊻ - 
closed system  as for  Hilbert algebras. 
So, let (H, →, ∧)  be a  Hertz algebra and S⊆H an ⊻- closed system in  H. 
By Lemma 5.6.2, the relation θS defined on H by (x, y)∈ θS iff  there is t ∈ 
S   such that t ⊻ x = t ⊻ y, is compatible with →. We will prove that θS is  
compatibile with ∧, too. 
Let  x, y, z ∈ A  such that (x, y) ∈ θS; then there is t ∈ S such that t ⊻ x = = 
t ⊻  y ⇔ t* → x = t* → y. 
By a14 we deduce t* → (x∧ z) = (t* → x)∧(t* → z) =  (t* → y)∧(t* → z) = 
t* → (y ∧ z), hence (x ∧ z, y ∧ z) ∈ θS. 
We denote H[S] = H / θS and by πS : H → H[S] the canonical epimorphism 
of Hertz algebras which map an element in its equivalence class. 
As in the case of Hilbert algebras, πS(S) = {0}.   
We will prove that Lemma 5.6.4  is  valid and in the case of Hertz algebras; 
so, let Hʹ another Hertz algebra and ψ : H → Hʹ  a morphism of  Hertz 
algebras such that  ψ(S) = {0}. 
 

 
 
To prove the existence of  unique morphism of Hertz algebras                    φ 
: H [S] → Hʹ for which the above diagram is commutative, it will suffice to 
prove that φ (defined as in the case of  Lemma 5.5.4) is morphism of Hertz 
algebras, that is, for  x, y ∈ H, we have )ˆ()ˆ()ˆˆ( yxyx ϕϕϕ ∧=∧  . 

Indeed, )()ˆˆ(
∧
∧=∧ yxyx ϕϕ = ψ (x∧y) = ψ (x)∧ ψ (y) = )ˆ()ˆ( yx ϕϕ ∧ .  

 
We call H [S] Hertz algebra of  fractions of H  relative to ⊻-closed system  
S. 
If H, Hʹ are two Hertz algebras with H Hertz subalgebra of Hʹ (hence H  
contains two elements xʹ,yʹof Hʹ and the elements xʹ → yʹ and xʹ∧yʹ,too), 

φ 

 Hʹ 

H[S] H 

ψ 

πS 
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we say that Hʹ is a  Hertz algebra of  fractions of  H if for any  xʹ,yʹ, zʹ∈ Hʹ 
with             xʹ ≠ yʹ, there is a ∈ H such that  a ⊻ xʹ ≠ a ⊻ yʹ and a ⊻ zʹ ∈ 
H. 
The notions of  ⊻- closed subset of H and multiplier on H are defined as in 
the case of  Hilbert algebras (see Definitions 5.6.6 and  5.6.8). 
We will prove that if fi : Di → H, Di ∈ Ds(H), i = 1,2 are multipliers on   H, 
then f1 ∧ f2 : D1∩D2 → H, defined for x ∈ D1∩D2 by (f1∧f2)(x) = f1 (x)∧f2 
(x)  is also a  multiplier on H. 
Indeed, if a ∈ H and x ∈ D1 ∩ D2 we have (f1 ∧ f2)(a ⊻ x) =  f1(a ⊻ x) ∧ 
f2(a ⊻ x) = (a ⊻ f1(x)) ∧ (a ⊻ f2(x)) = (a* → f1(x)) ∧ (a* → f2(x)) = (by  
a14) =      a* → (f1(x) ∧ f2(x)) = a ⊻ (f1∧f2)(x) and from x** ≤ f1(x) and 
x** ≤ f2(x)  we deduce that  x** ≤ f1(x) ∧ f2(x) = (f1 ∧ f2)(x). 
Therefore Hʹʹ=Mr(H)/ρH is a Hertz algebra (it is immediate the  
compatibility of  ρH  with  ∧);  to prove that Hʹʹ is the maximal Hertz 
algebra of quotients of H it is suffice to prove that  Hv  : H → Hʹʹ  defined in  
Lemma 5.6.20  is a morphism of  Hertz algebras. 
If  a, b ∈ H,  then for every x ∈ H,  we have x* → (a ∧ b)=                       
(x* → a) ∧ (x* → b),  hence  fa∧b (x) = fa(x) ∧ fb(x) ⇔ Hv (a ∧ b) =               

Hv (a) ∧  Hv (b),  so Hv  is  morphism of Hertz algebras. 
 The notions of  Gabriel filter F on a Hertz algebra H and F - multiplier  are 
define as for  Hilbert algebras; also the relation  θF on H. 
If H is a Hertz algebra, S an ⊻-closed system of  H, then the compatibility 
of θF with ∧ on H is as in the case of compatibility of  θS  with ∧  (by using  
a14). 
By preserving the notations from Hilbert algebras, there results that HF (see 
Definition 5.6.34) becomes in a canonical way bounded Hertz algebra, 
where for ),( ii fD ∈ HF (i = 1, 2):  ),(),(),( 21212211 ffDDfDfD →∩=→ , 

),(),(),( 21212211 ffDDfDfD ∧∩=∧ .  
We call HF the  Hertz algebra of  localization of H  with  respect to the 
Gabriel filter  F. 
 
Theorem 5.6.38. Let A, Aʹ be Hilbert algebras; then A ≤ Aʹ iff  

AA HH ′≤ . 
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Proof.  We recall that  φA : A → HA  defined by  φA (a) = â , for  a ∈ A  is a  
monomorphism of  bounded  Hilbert algebras (we denoted â = {a}/ ρA; see 
the notations from the proof of  Theorem 5.4.11). 
Firstly, suppose that  A ≤ Aʹ ; we will prove that AA HH ′≤ . Clearly  HA  is 
a Hetz subalgebra of AH ′  since if  α = X̂ , β = Ŷ ∈ HA, where                             

X = {x1, x2, ..., xn}, Y = {y1, y2, ..., ym} ∈ F(A), then α → β = X ′ˆ  and  α ∧ 
β = Y ′ˆ  where Yʹ = X ∪ Y ⊂ A and Xʹ = {xʹ1, xʹ2,..., xʹm} ⊂ A  with                                    
xʹj = (x1, x2,..., xn; yj) ∈ A, j = 1, 2,..., m, hence α → β, α ∧ β ∈ HA. 
Let αʹ = X ′ˆ , βʹ = Y ′ˆ , γʹ = Z ′ˆ  ∈ HAʹ, where Xʹ = {aʹ1, ..., aʹm},                Yʹ 
= {bʹ1, ..., bʹn},  Zʹ = {cʹ1, ..., cʹp}  are finite subsets of  Aʹ such that  αʹ ≠ 
βʹ.  
 From αʹ ≠ βʹ we deduce that there are  i0 ∈ {1, 2, …, n},                         j0 
∈ {1, 2, …, m} such that  (aʹ1, ..., aʹm ; 

0ib′  ) ≠ 1  or  ( bʹ1, ..., bʹn ; 0ja′  ) ≠ 1.  

Suppose that (aʹ1, ..., aʹm ; 
0ib′  ) ≠ 1 with i0 ∈ {1, 2, …, n} (another case will 

be analogously). 
By Lemma 5.6.25 there is a ∈ A such that  a ⊻ (aʹ1, ..., aʹm ; 

0ib′  ) ≠ a ⊻ 1 = 

1  and a ⊻ cʹk ∈ A, for every  k ∈ {1, 2, ..., p}. 
Then, if denote α = â∈ HA, cʹʹk = a ⊻ cʹk , k = 1, 2, ..., p  and                Xʹʹ 
= {cʹʹ1, ..., cʹʹp} ⊆ A, we immediately  deduce  that α ∨ γʹ = X̂ ′′∈ HA.   
 If we prove that α ⊻ αʹ ≠ α ⊻ βʹ, then the proof of this implication is 
complete. 
We denote  aʹʹi = a ⊻ aʹi, bʹʹj = a ⊻ bʹj,  i = 1, 2, ..., m, j = 1, 2, ..., n. 
If by contrary  α ⊻ αʹ = α ⊻ βʹ, then (aʹʹ1, ..., aʹʹm ; bʹʹj ) =                         ( 
bʹʹ1, ..., bʹʹn ; aʹʹi ) = 1, for every  i ∈ {1, 2, …, m} and  j ∈ {1, 2, …, n}. 
But, using the rules of calculus  from Theorem 5.2.13, from                    
(aʹʹ1, ..., aʹʹm ; bʹʹj ) = 1,  for every j ∈ {1, 2, ..., n}, we deduce that                         
a ⊻ (aʹʹ1, ..., aʹʹm ; bʹʹj ) = 1, for every  j ∈ {1, 2, ..., n}, which is a 
contradiction!. 
Now suppose that AA HH ′≤  and we will  prove that A ≤ Aʹ.   
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To prove that A is a Hilbert subalgebra of Aʹ, let a, b ∈ A. Since               
â , b̂  ∈ HA  and HA is a Hertz subalgebra (hence in particular Hilbert 

subalgebra) of  HAʹ we have that â  → b̂  = 
∧

→ ba ∈ HA, hence a → b ∈ A. 
Now let aʹ, bʹ, cʹ ∈ Aʹ, with aʹ ≠ bʹ; if we consider the elements                  
a′ˆ , b′ˆ , c′ˆ ∈HAʹ  we have that a′ˆ ≠ b′ˆ  (see the proof of Theorem 5.3.11); 
since we supposed that HA ≤ HAʹ there is X = {x1,..., xn} a finite subset of  A 
such that        X̂  ⊻ a′ˆ ≠ X̂  ⊻ b′ˆ  and X̂  ⊻ c′ˆ  ∈ HA.  

Since in HAʹ,
∧

=→= )0;,...,(0̂ˆ*ˆ
1 nxxXX  we obtain that (denoting               a =    

(x1, ..., xn; 0) ∈ A) â  → a′ˆ  ≠ â  → b′ˆ  and â  → c′ˆ ∈ HA, hence a → aʹ ≠  
a → bʹ and a → cʹ ∈ A. 
We will prove that a ∈ R(A), that is, a** = a; indeed, since for every        x, 
y ∈ A  by  c22  we have (x → y)**  =  x** → y**  =  (by c8)  =   y* → x*** 
=  y* → x* =  x → y**, then a** = (x1, x2, ..., xn-1;   (xn → 0)**) =                          
(x1, x2, ..., xn-1; xn***) =  (x1, x2, ..., xn-1; xn*) =  (x1, x2, ..., xn; 0) = a. 
So, the relations a → aʹ ≠ a → bʹ and a → cʹ ∈ A becomes a**→ aʹ ≠  a** 
→ bʹ and a** → cʹ ∈ A or (a*)* → aʹ ≠ (a*)* → bʹ and (a*)* → cʹ ∈ A;  
if  we denote b = a* ∈ A we have b ⊻ aʹ ≠ b ⊻ bʹ and b ⊻ cʹ ∈ A, hence A 
≤ Aʹ.∎ 
  
 Corollary 5.6.39. If A is a bounded Hilbert algebra, then AH ′′  is a  

Hertz subalgebra of (HA)ʹʹ (where by Aʹʹ we denoted the maximal Hilbert 
algebra of quotients of A).  
 
 Proof. Preserving the notations from Definition 5.6.23, by Theorem 5.6.27, 
A ≤ Aʹʹ. By Theorem 5.6.38, AA HH ′′≤ , and by the maximality of (HA)ʹʹ we 
deduce that AH ′′  is a  Hertz  subalgebra of  (HA)ʹʹ. ∎  
 
Let’s study now the case of Boole algebras. 
If (B, ∨, ∧, ʹ, 0, 1) is a Boolean algebra, then as in the case of  Hilbert or  
Hertz algebras it is immediate that the deductive systems of B are in fact the  
filters of B. 
Since for x, y ∈ B, x* → y = (x*)ʹ ∨ y = xʹʹ ∨ y = x ∨ y, a multiplier on B  
will be a function f : D → B (with D filter in B) such that for every a ∈ B 
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and   x ∈ D we have f(a ∨ x) = a ∨ f(x) (if we take a = x we deduce that                      
f(x) = x ∨ f(x), hence  x** = x ≤ f(x) and the axiom a21 follows from a22. 
If D1, D2 are filters of B and fi : Di → B are multipliers on  B, then             f1 
∨ f2 : D1 ∩ D2 → B defined by (f1∨f2)(x) = f1(x)∨f2(x) for every x ∈ D1 ∩ 
D2,  is a multiplier on B since for every a ∈ A and x ∈ D1 ∩ D2 we have:                    
(f1 ∨ f2)(a ∨ x) = f1 (a ∨ x)∨ f2 (a ∨ x) = (a ∨ f1(x)) ∨ (a ∨ f2(x)) =                           
a ∨ (f1(x) ∨ f2(x)) =  a ∨ (f1 ∨ f2)(x). 
Also, if  f : D → B is a multiplier on B, then f ʹ : D → B defined by           
fʹ(x) = f(x) → 0(x) = f(x) → x is also a multiplier on B (as in the case of  
Hilbert algebras). 
If B, Bʹ are two Boolean algebras, we say that Bʹ is a  Boolean algebra of  
fractions of B if B is a Boolean subalgebra of  Bʹ  and if aʹ, bʹ,  cʹ ∈ Bʹ  
then there is a ∈ B  such that a ∨ aʹ ≠ a ∨ bʹ and a ∨ cʹ ∈ B. 
A filter D of B will be called  regular if for any a, b ∈ B  such that             t 
∨ a = t ∨ b for every t ∈ D, then  a = b. 
It is immediate that, as in the case of  Hilbert and Hertz algebras, that                  
(Bʹʹ, ∨, ∧, ʹ, 0, 1)  is  Boolean  maximal algebra of  fractions  of  B.  
In fact, Bʹʹ is the Dedekind – Mac Neille completion of B ( see [77], [78]).  
The notion of  Boolean algebra of  localization with respect to a  Gabriel 
filter on B will be introduced now in canonical way as in the case of  Hilbert 
and Hertz algebras. 
 

Theorem 5.6.40. If A, Aʹ are Hilbert algebras such that A ≤ Aʹ, then    
R(A) ≤ R(Aʹ)  (as  Boolean algebras). 
 

Proof. Clearly, R(A) is a Boolean subalgebra of R(Aʹ); let now                aʹ, 
bʹ, cʹ ∈ R(Aʹ) such that aʹ ≠ bʹ. Since A ≤ Aʹ, then there is a ∈ A such 
that  a* → aʹ ≠ a* → bʹ and a* → cʹ ∈ A. 
Since a* = a***  we deduce that  a*** → aʹ ≠ a*** → bʹ and              
a***→ c∈ A, hence if we denote b = a** ∈ R(A), then b* → aʹ ≠  b* → bʹ 
and  b* → cʹ∈ A. 
But by c22, (b*→cʹ)** = b***→cʹ** = b*→cʹ, hence b*→cʹ ∈ R(A). 
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Finally we obtain that b ∨ aʹ ≠ b ∨ bʹ and b ∨ cʹ ∈ R(A) (see           
Theorem 5.2.24), hence  R(A) ≤ R(Aʹ).  ∎ 
 

Lemma 5.6.41. If  A  is a  Hilbert algebra and D ∈ ℛ(A), then we have  
D ∩ R(A) ∈ ℛ(R (A)). 
 

Proof. Let a, b ∈ R(A) such that t ⊻ a = t ⊻ b for every t ∈ D = D∩R(A); 
since for d ∈ D, d** ∈ D ∩ R(A) = D , we deduce that (d**)* → a  = 
(d**)* → b ⇔ d ⊻ a = d ⊻ b,  hence  a = b,  since we supposed that  D is 
regular in A. ∎ 
 

We recall that if A is a  Hilbert (Hertz or Boole) algebra, then by Aʹʹ  we 
denoted the  maximal Hilbert (Hertz or Boole) algebra of quotients. 
 

Theorem 5.6.42. If  A  is a  Hilbert algebra, then R(Aʹʹ) is a Boolean 
subalgebra of  (R(A))ʹʹ. 
 

Proof. If ),( fD ∈ R(Aʹʹ), then D ∈ ℛ(A) and f : D → A  is a multiplier on 

A such that f** = f; hence for every x ∈ D we have (f(x) → x**)  → x** =    
=f(x) ⇔ (x* → (f(x))*) → (x*)* =  f(x) ⇔ x* →  (f(x))** = f(x), we 
deduce (by  c2) that (f(x))** ≤ f(x), hence (f(x))** = f(x), so  f(D) ⊆ R(A).  
By Lemma 5.6.41, D =D∩R(A) is regular in R(A), hence )(: ARDff D →=  

is a multiplier on R(A), so ),( fD ∈ (R (A))ʹʹ  (since f is a  multiplier on A). 

Clearly the assignment  ),( fD  →  ),( fD  defines a  morphism of  Hilbert 

algebras and Boolean algebras (since in a Boolean algebra the operations ∨, 
∧, ʹ  can be defined with the aid of →); we will prove that this assignment 
is injective. 
If (D1, f1), (D2, f2) ∈ R(Aʹʹ) such that ),( 11 fD = ),( 22 fD  then 21 ff =   on  

21 DD ∩   = (D1 ∩ D2) ∩ R(A), hence f1 = f2 on (D1 ∩ D2) ∩ R(A), so 
),( 11 fD = ),( 22 fD . ∎ 
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5.7. Valuations on  Hilbert algebras  
 

In this paragraph by A we denote a Hilbert algebra and by ℝ  the set of 
real nmbers. 

 
Definition  5.7.1. A function v : A → ℝ is called a pseudo-valuation on 

A  if: 
a28: v(1) = 0;  
a29: v(x → y) ≥ v(y) - v(x), for any  x, y ∈ A. 
The pseudo- valuation v is said to be a valuation  if  
a30: x ∈ A  and v(x) = 0 ⇒ x = 1.  
 
Remark 5.7.2. If we interpret A as an implicational calculus, x → y as the 

proposition “x ⇒ y” and 1 as truth, a pseudo-valuation on A can be interpreted as  
falsity – valuation. 

 
Examples 
 
1. v : A → ℝ, v(x) = 0 for any  x ∈A  is a pseudo-valuation on A (called  

trivial). 
2. If  D ∈ Ds(A)  and  0 ≤ r ∈ ℝ,  then  vD : A → ℝ,  

                              vD (x) = 






∉

∈

Dxforr

Dxfor

,

,0
 . 

is a  pseudo-valuation on  A  and a valuation iff  D = {1}  and  r > 0.  
3. If  M  is a finite set with n  elements and A = (P(M), ∪, ∩, CM, ∅, M) is 

the Boolean algebra of power set of M, then v : P(M) → ℝ, v(X) = n - | X | is a 
valuation on A (where by | X |  we denote the cardinal of X, that is, the numbers of 
elements of X). 

 
Remark 5.7.3. If  v : A → ℝ  is a  pseudo-valuation on A and 

x,x1,…,xn∈A  such that (x1, …, xn ; x) = 1 (that is,  x ∈ < x1, …, xn > – see  
Corollary  5.2.19), then  

 c42 : ∑≤
=

n

i
ixvxv

1
)()(  . 
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Lemma 5.7.4. ([26], [28]) If v : A → ℝ is a pseudo-valuation on A, then  
(i)  Dv = {x ∈ A : v(x) = 0} ∈ Ds (A).  
Conversely, if  D ∈ Ds(A), then there is a pseudo-valuation vD : A → ℝ    

(see Example 2) such that DD
Dv = ;  

(ii) The pseudo-valuation v on A, is a decreasing positive function 
satisfying  

c43:  v(x → y) + v(y → z) ≥ v(x →z) for any  x, y, z ∈ A. 
 

We recall that by a pseudo-metric space  we mean an ordered pair (M, d) 
where  M is a non-empty set and d : M × M → ℝ is a positive function such that 
the following properties are satisfied: d(x, x) = 0, d(x, y) = d(y, x) and                 
d(x, z)≤ d(x, y) + d(y, z) for every x,y,z ∈M. If in the pseudo-metric space (M,d) 
the implication d(x, y) = 0 ⇒ x = y hold, then (M, d) is called  metric space. 

 
Lemma 5.7.5. ([26], [28]) Let v : A → ℝ  be a pseudo-valuation on A. If 

we define dv : A × A → ℝ, dv(x, y) = v(x → y) + v(y → x),  for every x, y ∈ A, 
then (A, dv)  is a  pseudo-metric space satisfying  

c44: max{ dv(x → z, y → z), dv(z → x, z → y) } ≤ dv(x, y),  
for any  x, y, z ∈ A. 

 
So, the operation → it  is  a uniformly continuous function in both 

variables. (A, dv)  is a metric space iff v is a valuation on A. 
 
Definition 5.7.6. A pseudo-valuation v : A → ℝ is called bounded if 

there is a real positive number Mv such that 0 ≤ v(x) ≤ Mv for every  x ∈ A. 
 
Remark 5.7.7. All pseudo-valuations from examples 1-3 are bounded; if A  

is a bounded Hilbert algebra, then every pseudo-valuation on A is bounded (we can 
consider Mv = v(0)). 

 
Theorem 5.7.8. ([26], [28]) (i) If D ∈ Ds(A), a ∈ A \ D and v : D → ℝ  is 

a bounded pseudo-valuation on A, then there is a bounded pseudo-valuation 
on A vʹ : D(a) → ℝ such that vʹ|D = v, where D(a) = <D ∪ {a}> = { x ∈ A : a → 
x ∈ A} (see Corollary 5.2.19); 

(ii) If B is another Hilbert algebra such that A ⊆ B (as  subalgebra)  
and  v : A → ℝ  is a  pseudo-valuation  (valuation )  on  A, then there is a  
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pseudo-valuation (valuation) vʹ : A → ℝ such that vʹ|A = v, where by <A> we 
denoted the deductive system of B generated by A (see Definition 5.2.6). 

 
Proof. We recall only the definition of an extension of v to vʹ in both 

cases: 
(i) For x ∈ D(a) we define vʹ : D(a) → ℝ  by  







∉

∈
=′

DxforM

Dxforxv
xv

v ,

),(
)(  (where Mv has the property that 0 ≤ v(x) ≤ Mv  

for any x ∈ D). 
(ii) For x ∈ <A> we define vʹ : <A> → ℝ by           

}1);,...,(,,...,:)(inf{)(
1

11∑ =∈=′
=

n

i
nni xxxAxxxvxv . ∎ 

 
Theorem 5.7.9. If  D ∈ Ds (A)  and  v : A → ℝ  is a pseudo-valuation 

(valuation) on  A, then the following are equivalent: 
(i) There is a  pseudo-valuation (valuation) vʹ : A / D → ℝ such that 

the  diagram 
 
 

 
is  commutative (i.e, vʹ ∘ pD = v, where  pD (x) = x / D,  for  every   x ∈ A);  

(ii) v(a) = 0 for every  a ∈ D. 
 

Proof. (i) ⇒ (ii). If there is a pseudo-valuation vʹ : A / D → ℝ  such that  
vʹ ∘ pD = v, then for every a ∈ D, v(a) = (vʹ ∘ pD ) (a) = vʹ (pD (a)) =  vʹ(1) = 0.   

(ii) ⇒(i). For  x ∈ A we define vʹ : A / D → ℝ by  vʹ(x / D) = v(x). 
 If  x, y ∈ A and x / D = y / D, then x → y, y → x ∈ D. We obtain                   

0 = v(x → y) ≥ v(y) – v(x) and 0 = v(y → x) ≥ v(x) – v(y), so v(x) = v(y), hence    
vʹ is well defined. 

vʹ 

 ℝ 

A/D A 

v 

pD 
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We have vʹ(1) = vʹ(1 / D) = v(1) = 0 and vʹ(x / D → y / D) =                        
= vʹ((x → y) / D) = v(x → y) ≥ v(y) - v(x) = vʹ(y / D) → vʹ(x / D), that is, vʹ is a  
pseudo-valuation on A / D. Clearly vʹ ∘ pD = v.  

If  v  is a valuation on A and  x ∈ A  such that  vʹ(x / D) = 0, then v(x) = 0, 
hence x = 1, and x / D = 1 / D = 1, that is, vʹ is a valuation on A / D. ∎ 

 
Definition  5.7.10. In [29], for a Hilbert algebra A,  by A0 it is denoted 

the  Heyting  algebra Ds(A)  with the order  D1 ≤ D2 ⇔ D2 ⊆ D1. 
In (A0, ≤), 0 = A, 1 = {1}  and for D1, D2 ∈ A0, D1 ⊓ D2 = <D1 ∪ D2> = 

D1 ∨ D2, D1 ⊔ D2 =  D1 ∩ D2 and D1 → D2 = ⊔ {D ∈ A0 :  D2 ⊆ D1 ∨ D }.   
Also, jA : A → A0, jA(a) = <a> for every a ∈ A is a monomorphism of  

Hilbert algebras. 
 
Definition 5.7.11. We say that a Hilbert algebra A has the property ℱ 

if   for every  D ∈ A0 there are x1, …, xn ∈ A such that D ⊆ <x1, …, xn> . 
 

As examples of Hilbert algebras with property ℱ we remark the bounded 
Hilbert algebras (since in this case A = <0>) and finite Hilbert algebras. 

 
Theorem 5.7.12. Let A be a Hilbert algebra with the property ℱ and              

v : A → ℝ a pseudo-valuation on A. Then there is vʹ : A0 → ℝ a pseudo-
valuation on A0  such that  vʹ∘ jA = v. 

 
Proof. For D ∈ A0  we define 

              },...,,,...,:)(inf{)(
1

11∑ >⊆<∈=′
=

n

i
nni xxDAxxxvDv . 

Clearly },...,}1{,,...,:)(inf{)1(
1

11∑ >⊆<∈=′
=

n

i
nni xxAxxxvv  = v(1) = 0.      

To prove that vʹ verify a29 let D1, D2 ∈ A0,  x1, …, xn , z1, …,zm∈ A such that      
D1 ⊆ <x1, …, xn> and D1 → D2 ⊆ <z1, …, zm>.  

Then D2 ⊆ D1∨(D1→D2)⊆<x1,…,xn>∨<z1,…,zm>  = <x1,…, xn,z1,…,zm>, 

hence ∑ ∑+≤′
= =

n

i

m

j
ji zvxvDv

1 1
2 )()()( , so 

      },...,,,...,:)(inf{)(
1

1112 ∑ >⊆<∈≤′
=

n

i
nni xxDAxxxvDv + 

   + },...,,,...,:)(inf{
1

1211∑ >⊆<→∈
=

m

j
mmj zzDDAzzzv = vʹ (D1) + vʹ (D1 → D2), 
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that is,  vʹ (D1 → D2) ≥ vʹ (D2) - vʹ(D1). 
 If  a ∈ A  and  x1, …, xn ∈ A  such that  <a> ⊆ < x1, …, xn >,  then         

(x1, …, xn ; a ) = 1 hence ∑≤
=

n

i
ixvav

1
)()( , (by Remark  5.7.3 and  c42),  so 

},...,,,...,:)(inf{)(
1

11∑ >>⊆<<∈≤
=

n

i
nni xxaAxxxvav = vʹ(<a>). 

Since  <a> ⊆ <a>  it follows that vʹ(<a>) ≤ v(a), hence vʹ(<a>) = v(a), 
that is, vʹ ∘ jA = v. ∎ 

 
We consider now the problem of extensions of pseudo-valuations in the 

case of  Hertz algebras. 
For a Hilbert algebra A, in §4 (see Theorem 4.4.11), we have proved the 
existence of a Hertz algebra HA  and a morphism of Hilbert algebras  ФA : A 
→ HA  with the following  properties: 

   (i)   HA is generated (as Hertz algebra) by ФA(A); 
(ii)  For every  Hertz  algebra H  and every morphism of  Hilbert algebras       
f : A → H, there is a unique morphism of Hertz  algebras f  : HA → H such 
that  the diagram  

 
 is commutative  (i.e, f ∘ ФA = f).  
 

Proposition 5.7.13. For a Hilbert algebra A, the following are 
equivalent: 

(i) A is Hertz algebra; 
(ii) For every x1, x2 ∈ A there is  a ∈ <x1, x2>  such that (x1, x2 ; x) =      

a → x  for every x ∈ A; 
(iii) Every finitely generated deductive system of A is principal; 
(iv) For every  x1, x2 ∈ A, ФA(x1)∧ ФA(x2) ∈ ФA(A). 
 
Proof .(i)⇒(iii). If   x1, …, xn ∈ A  and a = x1 ∧ …∧ xn , then from a14  

and a1 we deduce that a  ∈ <x1, …, xn> and  <a> = <x1, …, xn>.  

 HA 

H 

A 
ФA 

f 
 

f  
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(iii)⇒(i). If  x1, x2 ∈ A, then <x1, x2> = <a>,  for some a ∈ A. Then             
x1, x2 ∈ <x1, x2> = <a>, hence a ≤ x1, x2 and x1 → (x2 →a) = 1(by Theorem 
5.2.18).   

If we have aʹ ∈ A such that aʹ ≤ x1, aʹ ≤ x2, then 1 = aʹ → 1 =                   
aʹ → [x1 → (x2 →a)] = (aʹ → x1 ) → [(aʹ → x2 ) → (aʹ → a)] =                              1 
→ [1 → (aʹ → a)] = aʹ → a, hence aʹ ≤ a, that is, a = x1 ∧ x2, so A is a Hertz 
algebra. Hence (i)⇔(iii).  

(i)⇒(ii). If A is a  Hertz algebra and x1, x2 ∈ A, if we take a = x1 ∧ x2 ∈    
<x1 , x2>, then by c34 we have ( x1, x2 ; x) = a → x,  for every  x ∈ A. 

(ii)⇒(iv). Let  x1, x2 ∈ A and a ∈ <x1 , x2> such that (x1, x2 ; x) = a → x,  
for every  x ∈ A. 

 Since  (x1, x2 ; x1) = (x1, x2 ; x2) = 1 we deduce that  a → x1 = a → x2 = 1,  
hence {a} → {x1, x2} = I, where I = {1} (see the proof of Theorem 5.4.13).  

Since (x1, x2 ; a) = a →  a  = 1, we deduce that {x1, x2 } → {a} = I, hence       
{x1, x2} / ρA = {a} / ρA and ФA(x1) ∧  ФA(x2) = {x1} / ρA ∧ {x2} / ρA = {x1, x2} / ρA 
= {a} / ρA = ФA (a) ∈ ФA (A). 

(iv)⇒(i). Let  x1, x2 ∈ A and a ∈ A  such that  ФA (x1)∧ ФA (x2) =  ФA (a).  
Then {x1, x2} / ρA = {a} / ρA,  hence x1 → (x2 → a) = 1 and a → x1 =  a → x2 = 1 
(that is, a ∈ <x1 , x2>  and  a ≤ x1 , x2).  To prove that a = x1 ∧ x2 let aʹ ∈ A such 
that aʹ ≤ x1 , x2. As in the case of implication (iii)⇒(i), we deduce that aʹ≤ a, 
hence  a = x1 ∧ x2, that is, A is a  Hertz algebra. ∎ 
 

Proposition 5.7.14. Let X = { x1, …, xn }, Y = { y1, …, ym } ∈ F(A) and            
Z = X → Y = { yʹ1, …, yʹm } (where yʹj = (x1, …, xn ; yj), 1 ≤ j ≤ m). Then   

(i) X / ρA ≤ Y / ρA ⇔ <Y> ⊆ <X>; 
(ii) (ФA(y1), …, ФA(ym) ; X / ρA ) = 1 ⇔ <X> ⊆ <Y>; 
(iii) <Z> = ∩ {D ∈ Ds(A) : <Y> ⊆ <X> ∨ D}; 
(iv) HA = <ФA(A)>. 
Proof .(i). We have X / ρA ≤ Y / ρA ⇔ X / ρA → Y / ρA = 1 ⇔ Z / ρA =     

I / ρA ⇔ yʹj = 1, 1 ≤ j ≤ m ⇔ yj ∈ < X >, 1 ≤ j ≤ m (by  c25 ) ⇔<Y> ⊆ <X> . 
(ii). We have (ФA(y1), …,ФA(ym); X / ρA ) = 1 ⇔ ФA (y1) ∧ …∧ ФA (ym) 

≤  X / ρA  (by c34) ⇔ { y1, …, ym } / ρA ≤  X / ρA ⇔  Y / ρA ≤  X / ρA ⇔             
< X > ⊆ < Y > .  
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(iii). If  y ∈ < Y >,  then  ( y1, …, ym ; y) = 1  and by  a14  we deduce that ( 
yʹ1, …, yʹm ; (x1, …, xn ; y)) = ((x1, …, xn ; y1), …, (x1, …, xn ; ym) ;                    (x1, 
…, xn ; y)) = (x1, …, xn , y1,…, ym ; y) = (x1, …, xn ; (y1,…, ym ; y)) =                  
(x1, …, xn ; 1) = 1, hence (x1, …, xn ; y) ∈ <Z>. So y ∈ <X> ∨ <Z> (by Theorem 
5.2.18), that is, <Y> ⊆ <X> ∨ <Z>.  

If we have D ∈ Ds(A)  such that  <Y> ⊆ <X> ∨ D, then for 1 ≤ j ≤ m,      
yj ∈ <X> ∨ D, hence yʹj = (x1, …, xn ; yj) ∈ D, so, <Z> = <yʹ1, …, yʹm> ⊆ D,    
hence <Z> = ∩ {D ∈ Ds (A) :  <Y> ⊆ <X> ∨ D}. 

(iv). If  X = { x1, …, xn} ∈ F(A), then (ФA(x1), …, ФA(xn) ; X / ρA) =    
(ФA(x1) ∧ …∧ ФA(xn))  →  X / ρA = { x1, …, xn } / ρA →  X / ρA = X / ρA →             
X / ρA = 1, hence HA = <ФA(A)> (see Theorem 5.2.18). ∎ 

 
Theorem 5.7.15. Let A  be a Hilbert algebra and  v : A → ℝ  a           

pseudo-valuation on A. Then there is a pseudo-valuation vʹ : HA → ℝ such 
that  vʹ ∘ ФA = v. 

 
Proof. For X ∈ F(A) we define   
             

}1)/);(),...,((:)({inf)/(
1

1)(},...,{ 1
∑ =ΦΦ=′
=∈=

m

j
AmAAjAFyyYA XyyyvXv

m

ρρ   

     })//:)({inf
1)(},...,{ 1

∑ ≤=
=∈=

m

j
AAjAFyyY

XYyv
m

ρρ   

                  }:)({inf
1)(},...,{ 1

∑ >>⊆<<=
=∈=

m

j
jAFyyY

YXyv
m

 (by  Proposition  5.7.14).  

If we have  Xʹ ∈ F(A) such that  X / ρA = Xʹ / ρA,  then  <X> = <Xʹ> (by  
Proposition  5.7.14),  hence vʹ is correctly defined. 

Clearly  vʹ(1) = vʹ({1} / ρA ) = v(1) = 0,  since <1> ⊆ <1> = {1}.  
 If  a ∈ A,  since <a> ⊆ <a>,  we deduce that  vʹ({a} / ρA ) = v(a).   
 Let  Y = { y1, …, ym } ∈ F(A) such that <a> ⊆ <Y>.  
Then, in particular, a∈<Y>. By Remark 5.7.3 we obtain that  

∑≤
=

m

j
jyvav

1
)()( ,  hence }:)({inf)(

1)(},...,{ 1
∑ >>⊆<<≤
=∈=

m

j
jAFyyY

Yayvav
m

= vʹ({a} / ρA ), 

so vʹ({a} / ρA ) = v(a), that is, vʹ ∘ ФA = v. 
To prove that vʹ verifies a29 let X, Xʹ ∈ F(A) and Y = { y1, …, ym },          

Yʹ = { yʹ1, …, yʹp } ∈ F(A) such that (ФA (y1), …, ФA (ym) ;  X / ρA) =               



Categories of Algebraic Logic 

 

279

(ФA (yʹ1), …, ФA (yʹp) ;  X / ρA → Xʹ / ρA) = 1 (then  <X> ⊆ <Y> and <X → Xʹ> 
⊆ <Yʹ>). 

By c15 we deduce that (ФA(yʹ1), …, ФA(yʹp) ; X / ρA ) ≤                           
(ФA(yʹ1), …, ФA(yʹp) ; Xʹ / ρA ),  hence (ФA(y1), …, ФA(ym) ; (ФA(yʹ1), …, ФA (yʹp) 
;  X / ρA ) ) ≤ (ФA(y1), …, ФA(ym) ; (ФA(yʹ1), …, ФA(yʹp) ; Xʹ / ρA)) ⇒           1 = 
(ФA(yʹ1), …, ФA(yʹp) ; (ФA(y1), …, ФA(ym); X / ρA) ) ≤ (ФA(y1), …, ФA(ym) ;  
(ФA(yʹ1), …, ФA(yʹp) ; Xʹ / ρA)) ⇒ (ФA(y1), …, ФA(ym), ФA(yʹ1), …, ФA(yʹp) ;      

Xʹ / ρA) = 1 ⇒ ∑ ∑ ′+≤′′
= =

m

j

p

k
kjA yvyvXv

1 1
)()()/( ρ . 
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p
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kAFyyY

YXXyv
p

= vʹ( X / ρA ) +                           

vʹ(X / ρA → Xʹ / ρA), hence vʹ(X / ρA → Xʹ / ρA) ≥ vʹ(Xʹ / ρA) - vʹ( X / ρA), that is, 
vʹ  is a  pseudo-valuation on  HA. ∎ 

 
              For an  ⊻- closed system S of A we have defined Hilbert algebra of 
fractions of A relative to S, A[S] = A / θS (see Definition 5.6.5). We recall that by                  
pS : A → A[S] we have denoted the canonical morphism of Hilbert algebras  
defined by  pS(a) = a / θS, for every a ∈ A. 
 

Theorem 5.7.16. For a  ⊻ - closed system S ⊆ A and a pseudo-
valuation    v : A → ℝ, the following are equivalent: 
(i) There is  a valuation vʹ : A[S] → ℝ  such that the diagram    

 
is commutative  (i.e, vʹ ∘ pS  = v);  
  (ii) v(s*) = 0  for every  s ∈ S. 
 

A[S] 

ℝ 

A 
pS 

v 
 

vʹ 
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Proof. (i)⇒(ii). Let  vʹ : A[S] → ℝ be a valuation such that  vʹ ∘ pS  = v and 
s ∈ S. Since s* → s* = 1 = s* → 1 we deduce that (s*, 1) ∈ θS hence              
pS(s*) = pS(1); then v(s*) = (vʹ ∘ pS)(s*) = vʹ(pS(s*)) = vʹ(pS(1)) = (vʹ ∘ pS)(1) =  
v(1) = 0.   

(ii) ⇒ (i). For x ∈ A we define vʹ(x / θS) = v(x).  
If x, y ∈ A and x / θS = y / θS, then there is s ∈ S such that  x ⊻ s = y ⊻ s,  

hence s* → x =  s* → y.  
Since s* → (x → y) = (s* → x) → (s* → y) = (s* → x) → (s* → x)  = 1, 

we obtain that s* ≤ x → y and analogously  s* ≤ y → x. Then v(x → y) ≤ v(s*) = 
0  and v(y → x) ≤ v(s*) = 0, hence  v(x → y) = v(y → x) = 0.  

Since v is a valuation we deduce that x → y = y → x = 1, hence  x = y and  
v(x) = v(y),  so vʹ is correctly defined; clearly vʹ ∘ pS  = v.  

We have  vʹ(1 / θS ) = v(1) = 0  and  vʹ(x / θS → y / θS) = vʹ((x → y) / θS)  = 
v(x → y) ≥ v(y) – v(x) = vʹ(y / θS ) - vʹ(x / θS), that is, vʹ is a pseudo-valuation on 
A. To prove vʹ is a valuation, let x ∈ A such that vʹ(x / θS ) = 0. Then v(x) = 0  
hence  x = 1, that is,  x / θS = 1.∎  

 
 
c. Residuated lattices 
             
5. 8. Definitions. Examples. Rules of calculus 
 
Definition 5.8.1. An algebra (A, ∨, ∧, ⊙, →, 0, 1) of type (2, 2, 2, 2, 0, 

0) will be called residuated lattice if : 
Lr1: (A, ∨, ∧, 0, 1) is a bounded lattice; 
Lr2: (A, ⊙, 1) is a commutative monoid; 
Lr3: For every x, y ∈ L, x ≤  y → z ⇔ x ⊙ y ≤  z. 
 

  The axiom Lr3 is called axiom of residuation (or Galois correspondence) 
and for every x, y ∈ A, x → y = sup {z ∈ A : x ⊙ z ≤ y}. 
  

Remark 5.8.2. The axiom of residuation is a particular case of loin of 
residuation ([8]). More precisely, let (P, ≤ ) and (Q, ≤ ) two posets and f : P → Q a 
function. We say that f is residuated if there is a function g : Q → P such that for 
every p ∈ P and q ∈ Q, f(p) ≤ q ⇔ p ≤ g(q). We say that (f, g) is a pair of 
residuation.  
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If we consider A a residuated lattice, P = Q = A, and for every a∈A, fa,            
ga : A → A, fa (x) = x ⊙ a and ga (x) = a → x, x∈A, then (fa, ga) form a pair of 
residuation.  

 
Examples 
 
1. Let p be a fixed natural number and A = [0, 1] the real unit interval. If 

for x, y ∈ A, we define x ⊙ y = 1 – min{1, p pp yx )1()1( −+− } and                                     

x → y = sup {z ∈ [0, 1] : x ⊙ z ≤ y}, then (A, max, min, ⊙, →, 0, 1) is a 
residuated lattice. 

2. If we preserve the notation from Example 1, and we define for x, y ∈ A,             
x ⊙ y = p pp yx 1,0max{ −+ } and x → y = min {1, p pp yx +−1 }, then                    

(A, max, min, ⊙, →, 0, 1) becomes a residuated lattice called generalized  
Łukasiewicz structure (for p = 1 we obtain the notion of Łukasiewicz structure). 

3. If on A = [0, 1]  for  x, y ∈ A, we define x ⊙ y = min {x, y} and             
x → y = 1 if x ≤ y and y otherwise, then (A, max, min, ⊙, →, 0, 1) is a residuated 
lattice (called Gődel structure). 

4. If consider on A = [0, 1], ⊙ to be the usual multiplication of real 

numbers and for x, y ∈ A, 






>

≤
=→

yxif
x
y

yxif
yx

,

,,1
 , then (A, max, min, ⊙, →, 0, 1)  

is another example of residuated lattice (called Gaines structure). 
5. If (A, ∨, ∧,→ , 0) is a Heyting algebra, then  (A, ∨, ∧, ⊙, →, 0, 1) 

becomes a residuated lattice, where ⊙ coincides with ∧ . 
6. If (A, ∨, ∧, → , 0, 1) is a Boolean algebra, then if we define for x, y ∈ 

A, x ⊙ y = x ∧ y and x → y = xʹ ∨ y, (A, ∨, ∧, ⊙, →, 0, 1) becomes a residuated 
lattice. 

 Examples 2 and 3 have some connections with the notion of t – norm. 
We call  continuous t – norm a continuous function ⊙ : [0, 1] × [0, 1] → 

[0, 1] such that ([0, 1], ⊙, 1) is an ordered commutative monoid. 
So, there are three fundamental t-norms:  
Łukasiewicz  t-norm: x ⊙L y = max {x + y – 1, 0};      
Gődel t-norm: x ⊙G y = min {x,  y};      
Product (or Gaines) t-norm: x ⊙P y = x · y. 
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Since relative to natural ordering [0,1] becomes a complete lattice, every 
continuous t-norm induce a natural residuum (or implication) by    

                           x → y = max {z ∈ [0, 1] : x ⊙ z ≤ y}. 
So, the implications generated by the three norms mentioned before are 

    x → L y = min (y – x + 1, 1) ; 
    x → G y = 1 if  x ≤ y  and  y otherwise ; 
    x → P y = 1  if  x ≤ y  and  y / x  otherwise. 
 
    The origin of  residuated lattices is in Mathematical Logic without 

contraction .They have been investigated by Krull ([56]), Dilworth ([38]), Ward 
and Dilworth ([83]), Ward ([82]), Balbes and Dwinger ([2]) and Pavelka ([68]). 

    These lattices have been known under many names : BCK-lattices in         
[50], full BCK-algebras in [56],FLew-algebras in [67] and integral, residuated, 
commutative l-monoids in [6]. 

    In  [53] it is proved that the class of residuated lattices is equational. 
    Definition 5.8.3. A residuated lattice  (A, ∨, ∧, ⊙, →, 0, 1) is called  

BL-algebra if the following two identities hold in A : 
    (BL1)   x⊙(x→y) = x∧y; 
    (BL2)  (x→y)∨(y→x) = 1 . 

   Remark 5.8.4. 1.Łukasiewicz structure, Gödel structure and Product 
structure are BL-algebras. Not every residuated lattice, however, is a BL-algebra 
(see [81,p.16]). 

Consider for example a residuated lattice defined on the unit interval I=[0,1], 

for all x, y, z ∈ I, such that x⊙y = 0 if x+y ≤ 
2
1  and x∧y elsewhere,  x → y = 1 if    

x ≤ y and max{
2
1 - x, y} elsewhere. Let 0 < y < x, x + y < 

2
1 . Then y < 

2
1  - x and     

0 ≠ y = x∧y, but x⊙( x → y) = x⊙(
2
1 – x) = 0.  Therefore (BL1) does not hold. 

2. ([52]).We give an example of a (finite) residuated lattice which is not a 
BL-algebra, too.  

Let  A = {0, a, b, c, 1} with 0 < a, b < c < 1, but a and b are 
incomparable. A becomes a residuated lattice relative to the following operations : 

 
→ 0 a b c 1 
0 1 1 1 1 1 
a b 1 b 1 1 
b a a 1 1 1 
c 0 a b 1 1 
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1 0 a b c 1 
 

⊙ 0 a b c 1 
0 0 0 0 0 0 
a 0 a 0 a a 
b 0 0 b b b 
c 0 a b c c 
1 0 a b c 1 

 
The condition x∨y = [(x→ y) → y]∧[(y→ x) → x], for all x, y∈A is not 

verified, since c = a∨b ≠ [(a → b) → b]∧[(b → a) → a] = (b→ b)∧(a→ a) = 1, 
hence A is not a BL-algebra. 

 
3. ([55]). We consider the residuated lattice A with the universe {0, f, e, d, 

c, b, a, 1}. Lattice ordering is such that 0<d<c<b<a<1, 0<d<e<f<a<1 and 
elements {b, c} and {e, f} are pairwise incomparable. 

Multiplication is given in the table below, and lattice ordering is shown 
beside it. 
 
 

⊙ 1 a b c d e f 0 
1 1 a b c d e f 0 
a a c c c 0 d d 0 
b b c c c 0 0 d 0 
c c c c c 0 0 0 0 
d d 0 0 0 0 0 0 0 
e e d 0 0 0 d d 0 
f f d d 0 0 d d 0 
0 0 0 0 0 0 0 0 0 

 
Clearly, A contains {f, e, d, c, b, a} as sublattice, which shows that A is not 

distributive, and not even modular (see Theorems 2.3.4 and 2.3.8). 
It is easy to see that a → 0 = d, b → 0 = e, c → 0 = f, d → 0 = a,                  

e → 0 = b and f → 0 = c. 

            In what follows by A we denote a residuated lattice . 
           Theorem 5.8.5. Let x, x1, x2, y, y1, y2, z ∈A. 
            Then  

r-c1:  x = 1 → x;  
r-c2:  1 = x → x;  
r-c3:  x ⊙ y ≤ x, y;  
r-c4:  x ⊙ y ≤ x ∧ y;  
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r-c5:  y ≤ x → y,  
r-c6:  x ⊙ y ≤ x → y;  
r-c7:  x ≤ y ⇔ x → y = 1;  
r-c8:  x → y = y → x = 1 ⇔ x = y;  
r-c9:  x → 1 = 1;  
r-c10: 0 → x = 1;  
r-c11: x  ⊙ (x  → y) ≤ y ⇔ x ≤ (x → y) →y ;  
r-c12: x → y ≤ (x ⊙ z) → (y ⊙ z);  
r-c13: If x ≤ y,  then x ⊙ z ≤ y ⊙ z;  
r-c14: x → y ≤ (z → x) → (z → y);  
r-c15: x → y ≤ (y → z) → (x → z);  
r-c16: x ≤ y ⇒ z → x ≤ z → y; 
r-c17: x ≤ y ⇒ y → z ≤ x → z;  
r-c18: x → (y → z) = (x ⊙ y) →  z; 
r-c19: x → (y → z) = y → (x → z);  
r-c20: x1 → y1 ≤ (y2 → x2) →[( y1 → y2 ) → ( x1 → x2 )].  

 
Proof.r-c1. Since x ⊙ 1 = x ≤ x ⇒ x ≤ 1 → x.   
If we have z ∈ A such that 1 ⊙ z ≤ x, then z ≤ x and so                               

x = sup {z ∈ A : 1 ⊙ z ≤ x} = 1 → x. 
r-c2. From 1 ⊙ x = x ≤ x ⇒ 1 ≤ x → x; since x → x ≤ 1 ⇒ x → x = 1. 
r-c3. Follows from r-c2 and Lr2. 
r-c4. Follows from r-c3 and Lr2.      
r-c5. Follows from r-c2 and Lr2.      
r-c6. Follows from r-c4 and r-c5. 
r-c7. We have x ≤ y ⇔ x ⊙ 1 ≤ y ⇔ 1 ≤ x → y ⇔ x → y = 1.  
r-c8, (r-c9), (r-c10). It follows from r-c7. 
r-c11. It follows immediately from Lr3. 
r-c12. By Lr3 we have x → y ≤ (x ⊙ z) → (y ⊙ z) ⇔                                 

(x → y) ⊙ x ⊙ z ≤ y ⊙ z ⇔ (x → y) ⊙ x ≤ z → (y ⊙ z). But by r-c11 we have      
(x → y) ⊙ x ≤ y and y ≤ z → (y ⊙ z), hence (x → y) ⊙ x ≤ z → (y ⊙ z).  

r-c13. It follows from r-c12. 
r-c14. By (Lr3) we have x → y ≤ (z → x) → (z → y ) ⇔                            

(x → y) ⊙ (z → x) ≤ z → y ⇔ (x → y) ⊙ (z → x) ⊙ z  ≤ y.  
Indeed, by r-c11 and r-c13 we have that                                                         

(x → y) ⊙ (z → x) ⊙ z  ≤ (x → y) ⊙ x ≤ y. 
r-c15. As in the case of r-c14. 
r-c16. It follows from r-c14. 
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r-c17. It follows from r-c15. 
r-c18. We have (x → (y → z)) ⊙ (x ⊙ y) ≤ (y → z) ⊙ y ≤ z, hence                  

x → (y → z) ≤ (x ⊙ y) → z. On  the other hand, from ((x ⊙ y) → z) ⊙ (x ⊙ y) ≤  
z, we deduce that ((x ⊙ y) → z) ⊙ x ≤ z → y, therefore (x ⊙ y) → z ≤ x → (z → 
y), so we obtain the requested equality. 

r-c19. It follows from r-c18. 
r-c20. We have to prove that (x1→y1)⊙(y2→x2)⊙(y1→y2)⊙x1≤x2; this 

inequality is a consequence by applying several times r-c11. ∎ 
 
In a residuated lattice A, for x ∈ A and a natural number n we define               

x* = x → 0, (x*)* = x**,x0 = 1 and for n ≥ 1, xn = x ⊙ … ⊙ x (n terms).  
Theorem 5.8.6. If  x, y ∈ A, then : 
r-c21: x ⊙ x* = 0; 
r-c22: x ≤ x**; 
r-c23: 1* = 0, 0* = 1; 
r-c24: x → y ≤ y* → x*; 
r-c25: x*** = x*. 
 
Proof. r-c21. We have, x* ≤ x → 0 ⇔ x ⊙ x* ≤ 0, hence x ⊙ x* = 0. 
r-c22. We have x → x** = x → (x* → 0) = x* →(x → 0) = x* → x* = 1. 
r-c23. Clearly. 
r-c24. It follows from r-c15 for z = 0.      
r-c25. From r-c22 we deduce that x* ≤ x*** and from x ≤ x** we deduce 

that x** → 0 ≤  x → 0 ⇔ x*** ≤ x*, therefore x*** = x*. ∎ 
 

By bi-residuum on a residuated lattice A we understand the derived 
operation ↔ defined for x, y ∈ A by x ↔ y = (x → y) ∧ (y → x). 

  
Theorem 5.8.7. If  x, y, x1, y1, x2, y2 ∈ A, then  
r-c26: x ↔ 1 = x; 
r-c27: x ↔ y = 1 ⇔ x = y; 
r-c28: x ↔ y = y ↔ x; 
r-c29: (x ↔ y) ⊙ (y ↔ z) ≤ x ↔ z; 
r-c30: (x1 ↔ y1) ∧ (x2 ↔ y2) ≤ (x1 ∧ x2) ↔ (y1 ∧ y2); 
r-c31: (x1 ↔ y1) ∧ (x2 ↔ y2) ≤ (x1 ∨ x2) ↔ (y1 ∨ y2); 
r-c32: (x1 ↔ y1) ⊙ (x2 ↔ y2) ≤ (x1 ⊙ x2) ↔ (y1 ⊙ y2); 
r-c33: (x1 ↔ y1) ⊙ (x2 ↔ y2) ≤ (x1 ↔ x2) ↔ (y1 ↔ y2). 
 



Dumitru Buşneag 286

Proof .r-c26 - r-c29, are immediate  consequences of Theorem 5.8.5 .  
r-c30.If we denote a = x1 ↔ y1 and b = x2 ↔ y2, using the above rules of 

calculus we deduce that (a ∧ b) ⊙ (x1 ∧ x2) ≤ [(x1 → y1) ∧ (x2 → y2)] ⊙ (x1 ∧ x2) 
≤[(x1→ y1) ⊙ x1 ]∧ [(x2 → y2) ⊙ x2 ≤ y1∧y2, hence a∧ b  ≤  (x1 ∧ x2) → (y1 ∧ y2). 

Analogously we deduce a∧b ≤ (y1∧y2) → (x1∧x2), hence a∧b ≤ (x1∧x2) 
↔ (y1∧y2); 

r-c31. With the notations from r-c30 we have  
             (a ∧ b) ⊙ (x1 ∨ x2) = [(a ∧ b) ⊙ x1 ] ∨ [(a ∧ b) ⊙ x2] ≤ 

                      ≤ [(x1 → y1) ⊙ x1 ]∨ [(x2 → y2) ⊙ x2 ]≤ y1 ∨ y2,  
 hence a ∧ b ≤ (x1 ∨ x2) → (y1 ∨ y2). 
  From here the proof is similar with the proof of r-c30.  

r-c32.We have that (a ⊙ b) ⊙ (x1⊙ x2) ≤ [(x1→y1)⊙x1]⊙ [(x2→y2)⊙ x2]≤      
y1⊙ y2, hence (a ⊙ b) ≤ (x1 ⊙ x2) → (y1 ⊙ y2).  

From here the proof is similar with the proof of r-c30.  
r-c33. We have (a ⊙ b) ⊙ (x1 → x2) ≤ (y1 → x1) ⊙ (x2 → y2) ⊙ (x1 → x2) ≤ 

(y1 → x2) ⊙ (x2 → y2) ≤ y1 → y2, and from here the proof is similar with the proof 
of r-c30. ∎ 
 

Theorem 5.8.8. If  A is a complete residuated lattice, x ∈ A and (yi)i∈I  
a family of elements of A, then  : 

r-c34:   x ⊙ ( iIi
y

∈
∨ ) = 

Ii∈
∨ (x ⊙ yi); 

r-c35:   x ⊙ ( iIi
y

∈
∧ ) ≤ 

Ii∈
∧ (x ⊙ yi); 

r-c36:   x → ( iIi
y

∈
∧ ) = 

Ii∈
∧ (x → yi); 

r-c37:   ( iIi
y

∈
∨ ) → x = 

Ii∈
∧ (yi → x); 

r-c38:   )( xyiIi
→∨

∈
 ≤ (

Ii∈
∧ yi) → x; 

r-c39:   )( iIi
yx →∨

∈
 ≤ x → (

Ii∈
∨ yi); 

r-c40:   ( iIi
y

∈
∨ )* = 

Ii∈
∧  yi*; 

r-c41:   (
Ii∈

∧ yi)* ≥ 
Ii∈

∨ yi*. 

  
Proof. r-c34. Clearly 

Ii∈
∨ (x ⊙ yi) ≤ x ⊙ ( iIi

y
∈
∨ ).  
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Conversely, since for every i ∈ I, x ⊙ yi ≤ 
Ii∈

∨ (x ⊙ yi) ⇒                            

yi ≤ x → [
Ii∈

∨ (x ⊙ yi)], then iIi
y

∈
∨  ≤ x → [

Ii∈
∨ (x ⊙ yi)], therefore                              

x ⊙ ( iIi
y

∈
∨ ) ≤ 

Ii∈
∨ (x ⊙ yi), so we obtain the requested equality. 

r-c35. Clearly.  
r-c36. Let y = iIi

y
∈
∧ . Since for every i ∈ I, y ≤ yi, we deduce that                 

x → y ≤ x → yi, hence x → y ≤ 
Ii∈

∧ (x → yi). 

On  the other hand, the inequality 
Ii∈

∧ (x → yi) ≤ x → y is equivalent with                

x ⊙ [
Ii∈

∧ (x → yi) ] ≤  y. 

This is true because by r-c35 we have    
               x ⊙ [

Ii∈
∧ (x → yi)] ≤ 

Ii∈
∧ [x ⊙ (x → yi)] ≤ 

Ii∈
∧  yi = y. 

r-c37. Let y = iIi
y

∈
∨ ; since for every i ∈ I, yi ≤ y ⇒ y → x ≤ yi → x ⇒       y 

→ x ≤ 
Ii∈

∧ (yi → x). 

 Conversely, 
Ii∈

∧ (yi → x) ≤ y → x ⇔ y ⊙ [
Ii∈

∧ (yi → x)] ≤ x. 

 By r-c35 we have y ⊙ [
Ii∈

∧ (yi → x)] ≤ 
Ii∈

∧ [y ⊙ (yi → x)]  ≤                  

≤
Ii∈

∧ [yi ⊙ (yi → x)] ≤ 
Ii∈

∧ x = x, so we obtain the requested equality. 

The others subpoints of the theorem are immediate. ∎ 
 
Proposition 5.8.9. If x, x´, y, y´, z ∈ A, then : 
r-c42 : x⊙(y→z) ≤ y→(x⊙z) ≤ (x⊙y) → (x⊙z); 
r-c43:  x∨y = 1 implies  x⊙ y = x∧y; 
r-c44:  x→ (y→z) ≥ (x→y) →  (x→z);  
r-c45:  x∨(y⊙z)≥(x∨y)⊙(x∨z), hence xm∨yn ≥ (x∨y)mn, for any m, n≥1 ;  
r-c46:  (x→y) ⊙ (x´→ y´) ≤ (x∨ x´) → (y∨ y´);  
r-c47:  (x→y) ⊙ (x´→ y´) ≤ (x∧ x´) → (y∧ y´). 
 
Proof. r-c42. The first inequality follows from x⊙y⊙(y→z) ≤ x⊙z and the 

second from r-c17. 
 r-c43. Suppose x∨y = 1.Clearly x⊙y≤x and x⊙y≤y. 
Let now t∈A such that t≤x and t≤y. By r-c42 we deduce that 

t→(x⊙y)≥x⊙(t→y) = x⊙1=x and t→(x⊙y)≥y⊙(t→x) = y⊙1 = y, so 
t→(x⊙y)≥x∨y=1, hence t→(x⊙y) = 1⇔t≤ x⊙y, that is, x⊙y= x∧y. 
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r-c44. By r-c18 we have x→ (y→ z) = (x⊙y) →z and (x→y) → (x→z) = 
=[x⊙ (x→y)]→z. But x⊙y≤x⊙(x→y), so we obtain (x⊙y)→z≥[x⊙ (x→y)]→z 
⇔ x→ (y→z)≥(x→y) → (x→z). 

r-c45. By r-c34 we deduce (x∨y)⊙(x∨z) = x2∨(x⊙y)∨(x⊙z)∨(y⊙z) ≤     
≤ x∨ (x⊙y)∨(x⊙z)∨(y⊙z) = x∨(y⊙z). 

r-c46. From the inequalities  x⊙(x→ y)⊙( x´→ y´) ≤               
≤ x⊙ (x→ y) ≤ x∧y ≤ y∨ y´  and  x´⊙(x→ y)⊙(x´→  y´) ≤ x´⊙ (x´→ y´)≤      
≤ x´∧y´≤ y∨y´  we deduce that (x→ y)⊙( x´→ y´) ≤ x→ (y∨y´) and               
(x→ y)⊙( x´→ y´) ≤ x´→ (y∨y´), so (x→ y)⊙( x´→ y´) ≤ ( x→ (y∨y´))∧           
∧( x´→ (y∨y´)) = (x∨ x´) → (y∨ y´). 

r-c47.  As in the case of  r-c46. ∎ 
 
             If  B = {a1, a2, …, an} is a finite subset of A we denote  
                                          ∏B = a1⊙a2⊙…⊙an. 
 
              Proposition 5.8.10. ([5],[7]). Let  A1, A2, …, An finite subsets of A . 
              r-c48  :   If  a1∨ a2∨ …∨ an = 1, for all  ai∈Ai, i∈{1,2,…,n}, then 
                            (∏A1) ∨ …∨ ( ∏An) = 1 . 
               

  Proof. For n=2 it is proved in [5] and for n=2, A1 a singleton and A2  a 
doubleton in [7]. The proof for an arbitrary n is a simple mathematical induction 
argument. ∎ 

 
 Corollary 5.8.11. Let a1, a2, …, an ∈ A . 
  r-c49  :  If  a1∨ a2∨ …∨ an = 1, then a1

k ∨ a2
k ∨ …∨ an k = 1  for every            

natural number k . 
 

Proposition 5.8.12. Let  x,  y1, y2, z1, z2 ∈ A.  
If x ≤ y1 ↔ y2 and x ≤ z1 ↔ z2, then x2 ≤ ( y1 → z1) ↔ (y2 → z2). 
 
Proof. From x ≤ y1 ↔ y2 ⇒ x ≤ y2 → y1 ⇒ x ⊙ y2 ≤  y1 and analogously 

we deduce that x ⊙ z1 ≤ z2.  
Then x ⊙ x ≤ ( y1 → z1) → (y2 → z2) ⇔ x ⊙ x ⊙ (y1 → z1) ≤ (y2 → z2) ⇔  

x ⊙ x ⊙ (y1 → z1) ⊙ y2 ≤ z2.  
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Indeed, x ⊙ x ⊙ ( y1 → z1) ⊙ y2  ≤ x ⊙ ( y1 → z1) ⊙ y1  ≤ x ⊙ z1  ≤  z2 and 
analogously x ⊙ x ≤ ( y2 → z2) → ( y1 → z1), therefore we obtain the requested 
inequality. ∎ 

 
Proposition 5.8.13. Suppose that A is complete and x, xi, yi ∈ A (i ∈ I).  
If for every i ∈ I, x ≤ xi ↔ yi, then x ≤ (

Ii∈
∧ xi) ↔ (

Ii∈
∧ yi). 

Proof. Since x ≤ xi → yi for every i ∈ I, we deduce that x ⊙ xi ≤ yi and 
then x ⊙ (

Ii∈
∧  xi) ≤  

Ii∈
∧ (x ⊙ xi) ≤ (

Ii∈
∧ yi), hence x ≤ (

Ii∈
∧ xi) → (

Ii∈
∧ yi). 

Analogously, x ≤ (
Ii∈

∧ yi) → (
Ii∈

∧ xi), therefore we obtain the requested 

inequality. ∎ 
 
Taking as a guide line the case of BL-algebras ([81]) , a residuated lattice 

A will be called G-algebra  if   x2 = x for every x∈ A. 
 
Remark 5.8.14. In a G-algebra A ,  x⊙y = x∧y  for any x,y∈A. 
 
Proposition 5.8.15. In a residuated lattice A the following assertions 

are equivalent : 
(i) A is a G-algebra 
(ii) x⊙ (x→y) = x⊙y = x∧y for any x,y ∈ A. 

 
 Proof. (i)⇒(ii). Let x, y∈A. By r-c42 we have x⊙(x→y) ≤                      

≤ (x⊙x) →(x⊙y)⇔ x⊙(x→y) ≤ x→(x⊙y) ⇔ x→y ≤ x→(x→(x⊙y)) =             
= x2→(x⊙y) = x→(x⊙y) ⇒ x⊙(x→y) ≤ x⊙y. 

Since y≤x→y, then x⊙y≤x⊙(x→y), so x⊙(x→y) = x⊙y. 
Clearly x⊙y ≤ x, y. To prove x⊙y=x∧y, let t∈A such that t≤x and t≤y. 

Then t2 ≤ x⊙y, that is, x⊙y=x∧y. 
(ii)⇒(i).In particular for x=y we obtain x⊙x = x∧x = x ⇔ x2 = x . ∎ 
 
Proposition 5.8.16.For a residuated lattice (A, ∨, ∧, ⊙, →, 0, 1) the 

following assertions are equivalent : 
(i)  (A, →,1) is a Hilbert algebra; 
(ii) A is a G-algebra. 
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Proof. (i)⇒(ii). Suppose that (A, 1) is a Hilbert algebra, then for every x, y, 
z ∈ A we have   x→ (y→z) = (x→y) →  (x→z).  

But by r-c18, x→ (y→z) = (x⊙y) →z and (x→y) → (x→z) = (x⊙(x→y)) 
→z , hence x⊙y = x⊙(x→y), so we obtain (x⊙y) →z = (x⊙(x→y)) → z, so  x⊙y 
= (x⊙(x→y)); for x = y we obtain x2 = x , that is, A is a G-algebra. 

(ii)⇒(i).Follows from Proposition 5.8.13. ∎ 
 

 
5. 9. Boolean center of a residuated lattice 
 
If  (L,∧,∨,0,1), is a bounded lattice, we recall (see Chapter 2) that an 

element a ∈ L is called complemented  if there is an element b ∈ L such that       
a∧b = 0 and  a∨b = 1 ; if such element exists it is called  a complement of a . We 
will denote b = aʹ and the set of all complemented elements in A by 
B(A).Complements are,  generally, not unique, unless the lattice is distributive (see 
Lemma 2.6.2). 

In residuated lattices, altough the underlying lattices need not be 
distributive (see Remark 5.7.4.(3)), the complements are unique. 

 
Lemma 5.9.1.([55]) Suppose that a ∈ A has a complement  b∈ A.Then 

the following hold : 
(i)    If c is another complement of a in A , then c = b ; 
(ii)   a´ = b and b´ = a ; 
(iii)  a2  = a . 
 
Lemma 5.9.2. If e∈ B(A) , then e´ = e* and e** = e . 
 
Proof. If e∈B(A), and we denote a = e´, then e∨ a = 1 and e∧ a = 0. Since 

e⊙a ≤ e∧ a = 0, then e⊙a = 0, hence a≤e→0 = e*. 
On the other hand, e*= 1 = 1⊙ e*= (e∨a)⊙e* = (e⊙ e*)∨(a⊙ e*) = 

=0∨(a⊙ e*) = a⊙ e*, hence e*≤a, that is, e*=a. 
The equality  e** = e follows from Lemma 5.9.1,(ii). ∎ 

 
Remark 5.9.3.([55]). If e, f ∈ B(A), then e∧f, e∨f ∈ B(A). 
Morover, (e∨f) ´ =e´∧f´  and (e∧f) ´ = e´∨f´.  
So, e → f = e´∨f  ∈ B(A)  and  
r-c50  : e⊙x = e∧x , for every x∈ A. 
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Corollary 5.9.4. ([55]).The set B(A) is the universe of a Boolean 

subalgebra of A. 
  
Proposition 5.9.5. For e∈A the following are equivalent : 
(i)   e∈B(A); 
(ii)  e∨e* = 1 . 

 
Proof. (i)⇒(ii). If e∈B(A), by Lemma 5.9.2, e∨e´ = e∨e* = 1. 
(ii)⇒(i). Suppose that e∨e*=1. We have 0 = 1* = (e∨e*)* = e*∧e** ≥ 

≥e∧ e*, hence e∧ e*=0, that is e∈B(A) ∎ 
  
              Proposition 5.9.6. For e∈A we consider the following  assertions : 

(1)   e∈B(A); 
(2)  e2 = e and e = e**; 
(3)  e2 = e and e* → e = e; 
(4)  (e→x)→e = e for every x ∈ A; 
(5)   e∧ e* = 0 . 

               Then : 
(i) (1)⇒(2), (3), (4) and (5); 
(ii) (2)⇏(1), (3) ⇏ (1), (4) ⇏ (1), (5) ⇏ (1). 

 
 Proof. (i). (1)⇒(2).Follows from Lemma 5.9.1,(iii) and Lemma 5.9.2. 

          (1)⇒(3). If  e∈B(A), then e∨e*=1. Since 1=e∨e*≤[(e→e*) →e*]∧[(e*→ 
e) →e] we deduce that (e→ e*) →e*=(e*→e)→e=1, hence e→ e*≤ e*  and      
e*→ e ≤ e, that is, e→ e*= e*  and e*→ e = e. 

(1)⇒(4). If x∈A, then from 0≤x we deduce e*≤e→ x hence (e→ x) → 
e≤ e*→ e=e, by (1)⇒(3). Since e≤(e→ x) → x  we obtain (e→x)→e = e. 

(1)⇒(5). Follows from Lemma 5.9.2. 
(ii). Consider the residuated lattice A = {0, a, b, c, 1} from Remark 5.7.4 

(2).; it is easy to verify that B(A) = {0,1}. 
(2)⇏(1). We have a2=a,a*=b, b*=a,hence a**=b*=a, but a∉B(A). 
(3)⇏(1). We have a2=a and a*→a = b→a=a, but a∉B(A). 
(4)⇏(1). It is easy to verify that (a→x) →a = a for every x∈A, but 

a∉B(A). 
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(5)⇏(1).We have a∧ a* = a∧b = 0, but a∨a* = a∨b = c≠1, hence 
a∉B(A). ∎ 

 
  Remark 5.9.7. ([81]). If A is a BL-algebra , then all assertions (1)-(5) 

from the above proposition are equivalent. 
 

                Proposition 5.9.8. If e, f ∈ B(A) and x, y ∈A, then : 
                r-c51   :  x⊙ (x→e) = e∧ x ,e⊙ (e→x) = e∧ x ; 
                r-c52   :  e∨ (x⊙y) = (e∨x) ⊙ (e∨y); 
                r-c53   :  e∧ (x⊙y) = (e∧ x) ⊙ (e∧ y); 
                r-c54   :  e⊙ (x→y) = e⊙ [(e⊙x) → (e⊙y)]; 
                r-c55   :  x⊙ (e→f) = x⊙ [(x⊙e) → (x⊙f)] 
                r-c56   :  e→ (x→y) = (e→x) → (e→y). 
                

   Proof. r-c51. Since e≤x→e, then x⊙e≤ x⊙( x→e), hence x∧e≤ 
x⊙(x→e). From x⊙(x→e)≤x, e we deduce the other inequality x⊙(x→e) ≤x∧e, 
so x⊙( x→e) = x∧e. Analogously for the second equality. 

r-c52. We have (e∨x)⊙(e∨y) = [(e∨x)⊙e]∨[(e∨x)⊙y] = 
[(e∨x)⊙e]∨[(e⊙y)∨(x⊙y)] = [(e∨x)∧e]∨[(e⊙y)∨(x⊙y)] =  

= e∨(e⊙y)∨ (x⊙y) = e∨(x⊙y). 
r-c53. As above, (e∧x)⊙(e∧y) = (e⊙x)⊙(e⊙y) = (e⊙e)⊙(x⊙y) =         

=e⊙(x⊙y) = e∧(x⊙y). 
The rest of  rules r-c54-56 are left for the reader.■ 

     
 
5. 10.  Deductive systems of a residuated lattice 
 
In this section  we put in evidence the congruences of a residuated lattice 

and characterize the subdirectly irreducible residuated lattices. 
 
Definition 5.10.1. Let A be a residuated lattice. A non-empty subset         

F⊆ A will be called implicative filter if   
Lr4: For every x, y ∈ A with x ≤ y, x ∈ F ⇒ y ∈ F; 
Lr5: If x, y ∈ F ⇒ x ⊙ y ∈ F . 
 
We remark that an implicative filter of A is a filter for the underlying 

lattice L(A) = (A, ∨, ∧), but the converse is not true (see [81]).  
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Remark 5.10.2. ([81]). If A is a residuated lattice, then a non-empty 

subset  F ⊆ A is an implicative filter iff  
Lr6: 1 ∈ F; 
Lr7: x, x → y ∈ F ⇒ y ∈ F. 
 
Following  Remark 5.10.2 an implicative filter will be called deductive 

system (ds on short ). So ,to avoid confusion we reserve,howewer,the name filter to 
lattice filters in this book. 

For a residuated lattice A we denote by Ds(A) the set of all deductive 
systems (implicative filters) of A.  

Clearly, {1}, A ∈ Ds(A) and any intersection of deductive systems is  also 
a deductive system.  

In what follows we will take into consideration the connections between 
the congruence of a residuated lattice A and the deductive systems of A.  

For D∈ Ds(A) we denote by θD the binary relation on A:  
                          (x, y) ∈ θD ⇔ x → y, y → x ∈D. 
For a congruence ρ on A (that is, ρ ∈ Con(A) - see Chapter 3) we denote  
                              Dρ  = {x ∈ A: (x, 1) ∈ ρ}.  
As in the case of  lattices we have the following result:  

 
Theorem 5.10.3.Let A be a residuated lattice,D∈Ds(A) and          
ρ∈Con (A). Then : 
(i)  θD ∈ Con (A) and Dρ ∈Ds(A); 
(ii) The assignments D ⇝ θD and ρ ⇝ Dρ  give a latticeal isomorphism 

between  Ds(A) and Con(A). 
 
 For D∈ Ds(A) and a∈A  let a/D the equivalence class of a modulo θD.If 

we denote by A/D the quotient set A/ θD , then A/D becomes a residuated lattice 
with the natural operations induced from those of A (see Chapter 3).Clearly, in 
A/D, 0 = 0/D and 1= 1/D . 

The following result is immediate: 
Proposition 5.10.4. Let D∈ Ds(A),and a,b∈A,then : 

            (i)     a/D = 1/D iff a ∈D , hence a/D ≠ 1 iff  a∉ D ; 
(ii)   a/D = 0/D  iff a* ∈D; 
(iii)  If D is proper and a/D = 0 , then a∉ D; 

            (iv)   a/D≤ b/D iff a→b∈D. 
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It follows immediately from the above , that a residuated lattice A (see and 
Chapter 3) is subdirectly irreducible iff it has the second smallest ds,i.e,the smallest 
ds among all ds except {1}.The next theorem characterises internally subdirectly 
irreducible and simple residuated  lattices. 

 
          Theorem 5.10.5. ([55]) A residuated lattice A is  

(i)   subdirectly irreducible (si on short) iff there exists an element a < 1 
such that for any x<1 there exists a natural number n ≥ 1 such that xn ≤ a ; 
             (ii)  simple iff a can be taken to be 0 . 
 
           Proposition 5.10.6. ([55]) In any si residuated lattice, if x∨y = 1, then      
x =1 or y =1 holds. 
    
         Therefore, every si residuated lattice has at most one co-atom (see Chapter 2). 
         The next result characterises these si residuated lattices which have co-atoms.  
 
             Theorem 5.10.7.([55]) A residuated lattice A has the unique co-atom iff 
there exists an element a<1 and a natural number n such that xn ≤a holds for 
any x<1. 
             Directly indecomposable residuated lattices also have quite a handly 
description.It was obtained for a subvariety of residuated lattices, called product 
algebras . 
             For arbitrary residuated lattices we have : 
             Theorem 5.10.8. ([55]) A nontrivial residuated lattice A is directly 
indecomposable iff  B(A) = {0, 1}. 
 
 
 
              5.11. The lattice of deductive systems of a residuated lattice 
 

In this section we present new results relative to lattice of deductive 
systems of a residuated lattice.We also characterize the residuated lattices for 
which the lattice of deductive systems is a Boolean algebra. 

For a non-empty subset X of  a residuated lattice A we denote by <X> the 
deductive system of A  generated by X (that is, < X > = ∩ {D∈ Ds(A) : X ⊆ D}). 

For  D∈ Ds(A)  and a ∈ A  we denote by  D(a) = < D ∪ {a}> . 
Proposition 5.11.1. If  X ⊆ A is a  non-empty subset,then  <X> = {x ∈ 

A : x ≥ x1 ⊙ …⊙ xn, with x1, …, xn ∈ X}. 
 
Proof. If we denote by X  the set from the right part of the equality from 

the enounce, it is immediate that this is an implicative filter which contains the set 
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X,  hence <X> ⊆ X . Now let D∈Ds(A) such that X ⊆ D and x ∈ X . Then there 
are   x1, …, xn ∈ X such that x ≥ x1 ⊙ …⊙ xn. Since x1, …, xn ∈ D ⇒ x1 ⊙ …⊙ xn 
∈ D ⇒ x ∈ D, hence X ⊆ D; we deduce that X  ⊆ ∩ D =  <X>, that is, <X> = X .    
∎ 
 

Corollary 5.11.2. Let a∈A,D,D1,D2∈ Ds(A). 
 Then:     
(i)    <a> = <{a}> = {x ∈ L : ak ≤ x, for every natural number k}; 
(ii)  D(a) = {x ∈ A : x ≥ d⊙an, with  d∈D and n ≥ 1}=                       
{x∈A :an→x∈D, for some n≥1}; 
(iii)   <D1∪ D2> = { x∈A : x ≥ d1⊙d2  for some d1 ∈D1 and d2∈D2}; 
(iv)  (Ds(A),⊆) is a complete lattice, where, for a family (Di)i∈I of 
deductive systems, I

Ii
iiIi

DD
∈∈

=∧  and >=<∨
∈∈
U

Ii
iiIi

DD . 

 
Proposition 5.11.3. If a, b∈A, then  
(i) <a> = [a)  iff  a2 = a ; 
(ii) a ≤ b  implies <a> ⊆ <b> ; 
(iii) <a> ∩ <b> = <a∨b>; 
(iv) <a>∨<b> = <a∧b> = <a⊙b>; 
(v) <a> = {1} iff a = 1 . 
 
Proof. (i), (ii). Straightforward. 
(iii). Since a∨b ≤ a, b, by (ii)  <a∨b>⊆ <a>,  <b>, hence <a∨b>⊆ <a>∩  

<b>. Let now x ∈  <a> ∩  <b>; then x ≥ am, x ≥ bn for some natural numbers m, n 
≥ 1, hence x ≥ am ∨ bn   ≥ (a ∨ b)mn , by r-c30, so x ∈ <a∨b>. Hence <a∨b> =      
= <a> ∩ <b>. 

(iv). Since a⊙b≤ a∧b ≤ a, b, by (ii), we deduce that <a>, <b> ⊆ <a∧b> 
⊆ <a⊙b>, hence <a> ∨ <b> ⊆ <a∧b> ⊆ <a⊙b>. 

For the converse inclusions, let x ∈ <a⊙b>. Then for some natural number 
n ≥ 1, x ≥ (a⊙b)n = an ⊙bn ∈ <a> ∨ <b> (since an ∈ <a> and  bn ∈ <b>),  (by 
Proposition 5.11.1), hence x ∈  <a> ∨ <b>, that is <a⊙b> ⊆ <a> ∨ <b>, so <a> ∨ 
<b> = <a∧b> = <a⊙b>. 

(v). Obviously.   ∎ 
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 Corollary 5.11.4. If we denote by Dsp(A) the family of all principal ds 
of      A, then Dsp(A) is a bounded sublattice of Ds(A). 
 

Proof.  Apply Proposition 5.11.3, (iii), (iv) and the fact that {1} = <1> ∈ 
Dsp(A) and A = <0> ∈ Dsp(A) .   ∎ 

 
 Propostion 5.11.5. The lattice (Ds(A), ⊆) is a complete Brouwerian 

lattice (hence distributive), the compact elements being exactly the principal 
ds of A . 
 

Proof. Clearly, if (Di)i∈I  is a family of ds from A, then the infimum of this 
family is  I

Ii
iiIi

DD
∈∈

=∧ and the supremum is >=<∨
∈∈
U

Ii
iiIi

DD = {x ∈ A : x ≥ 
1ix ⊙ 

…⊙ 
mix , where i1, …, im ∈ I, 

jj ii Dx ∈ , 1 ≤ j ≤ m}, that is Ds(A) is complete. 
We will prove that the compacts elements of Ds(A) are exactly the 

principal filters of A. Let D be a compact element of Ds(A). Since D = ><∨
∈

a
Da

, 

there are m ≥ 1, and a1, …, am ∈ A, such that D =  <a1> ∨ …∨ <am> = < a1 ⊙  
…⊙  am >, by Proposition 5.11.3, (iv). Hence D is a principal ds of A. 

Conversely, let a ∈ A and (Di)i∈I  be a family of ds of A such that <a> ⊆ 
iIi

D
∈
∨ . Then a ∈ >=<∨

∈∈
U

Ii
iiIi

DD , so we deduce that are m ≥ 1, i1, …, im ∈ I, 

jj ii Dx ∈  (1 ≤ j ≤ m) such that a ≥ 
1ix ⊙ …⊙ 

mix . 

It follows that a ∈ <
1iD ∪ …∪ 

miD >, so <a> ∈ <
1iD ∪ …∪ 

miD > =  

1iD ∨ …∨ 
miD . 

For any ds D we have D = ><∨
∈

a
Da

, so the lattice Ds(A) is algebraic. 

In order to prove that Ds(A) is Brouwerian we must show that for every ds 
D and every family (Di)i∈I of ds, 

>∩∪=<∨∩⇔∧∨=∨∧
∈∈∈∈

)()()()( iIiiIiiIiiIi
DDDDDDDD . 

Clearly, >∩∪⊇<∨∩
∈∈

)()( iIiiIi
DDDD . 

Let now x ∈ )( iIi
DD

∈
∨∩ . Then x ∈ D and there exist  i1, …, im ∈ I, 

jj ii Dx ∈  (1 ≤ j ≤ m) such that x ≥ 
1ix ⊙ …⊙ 

mix . Then x = x ∨ (
1ix ⊙ …⊙ 

mix ) 

≥ (x∨
1ix )⊙ …⊙ (x ∨

mix ), by lr-c30. Since x ∨ 
jj ii DDx ∩∈  for every 1 ≤ j ≤ 

m, we deduce that x ∈ )( iIi
DD ∩∪

∈
, hence >∩∪⊆<∨∩

∈∈
)()( iIiiIi

DDDD , that is 

>∩∪=<∨∩
∈∈

)()( iIiiIi
DDDD  .  ∎ 
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             For D1, D2 ∈ Ds(A)  we define  D1 → D2  =  {x ∈ A : [x) ∩ D1 ⊆ D2}. 
 
             Lemma 5.11.6. If A  is a  Hilbert  algebra and  D, D1, D2 ∈ Ds(A), then   
                 (i)   D1 → D2 ∈ Ds (A) ; 
                 (ii)  D1 ∩ D ⊆ D2   iff   D ⊆ D1 → D2. 
 

Proof. (i).Since <1> = {1} and <1> ∩ D1 ⊆ D2, we deduce that 1 ∈ D1 → 
D2.  

Let x, y ∈ A such that x ≤ y and x ∈ D1 → D2, that is <x> ∩ D1 ⊆ D2. 
Then <y> ⊆ <x>, so  <y> ∩ D1 ⊆ <x> ∩ D1 ⊆ D2, hence <y> ∩ D1 ⊆ D2, that is y 
∈ D1 → D2.  

To prove that Lr5 is verified , let x, y ∈ A such that x, y ∈ D1 → D2, hence  
<x> ∩ D1 ⊆ D2 and <y> ∩ D1 ⊆ D2. We deduce (<x> ∩ D1 ) ∨ (<y> ∩ D1 )⊆ D2, 
hence by Proposition 5.11.5, (<x> ∨ <y>) ∩ D1 ⊆ D2. 

By Proposition 5.11.3 we deduce that <x ⊙ y> ∩ D1 ⊆ D2, hence x ⊙ y ∈ 
D1 → D2, that is D1 → D2 ∈ Ds(A). 

(ii). Suppose D ∩ D1 ⊆ D2 and let x ∈ D. Then <x> ⊆ D, hence <x> ∩ D1 
⊆ D ∩ D1 ⊆ D2, so x ∈ D1 → D2, that is D ⊆ D1 → D2. 

Suppose D⊆D1 → D2 and let x∈D∩D1. Then x ∈ D, hence x ∈ D1 → D2, 
that is <x> ∩ D1 ⊆ D2. Since x ∈ <x> ∩ D1 ⊆ D2 we obtain x ∈ D2, that is D ∩ 
D1 ⊆ D2.   ∎ 
 
                 For D1, D2 ∈ Ds(A)  we denote  D1 ∗ D2  =  {x ∈ A : x∨y ∈ D2 for all  
y ∈ D1 }. 
 
              Proposition 5.11.7. For all D1, D2 ∈ Ds(A), D1 ∗ D2  = D1 → D2. 
 

   Proof.  Let x ∈  D1 ∗D2  and z ∈ <x> ∩ D1, that is, z ∈ D1 and z ≥ xn 
for some natural n ≥ 1. Then x ∨ z ∈ D2. Since z = xn ∨ z ≥ (x ∨ z)n, by r-c30, we 
deduce that z ∈ D2, hence x ∈ D1 → D2, so D1 ∗ D2 ⊆ D1 → D2. 

For converse inclusion, let x ∈ D1 → D2. Thus <x> ∩ D1 ⊆  D2 , so if  y ∈ 
D1, then x ∨ y ∈ <x> ∩ D1 , hence x ∨ y ∈ D2. 

We deduce that x ∈  D1 ∗D2 , so D1 → D2 ⊆ D1 ∗D2  we deduce that        
D1 ∗ D2 = D1 → D2.   ∎ 
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              Remark 5.11.8. From Lemma 5.10.6 we deduce that (Ds(A),∨, ∧, {1}, 
A) is a Heyting algebra, where for D ∈ Ds(A), D* = D → 0 = D → {1} =   {x ∈ A 
: x∨y = 1 for every  y ∈ D}, so, for a ∈ A, <a>* = {x ∈ A: x ∨ a = 1}. 
 
              Proposition 5.11.9. If x,y ∈ A , then <x>*∩<y>* = <x⊙y>*. 
 

   Proof.  If a ∈ <x⊙y>*, then a ∨ ( x⊙y) = 1. Since x⊙y ≤ x, y then        
a ∨ x = 1 and a ∨ y = 1, hence a ∈ <x>*∩<y>*, that is <x⊙y>* ⊆ <x>*∩<y>*. 

Let now a ∈ <x>*∩<y>*, that is a ∨ x = 1 and a ∨ y = 1. 
By r-c30 we deduce that a ∨ (x ⊙ y) ≥  (a ∨ x) ⊙ (a ∨ y)  = 1, hence         

a ∨ (x ⊙ y) = 1, that is a ∈ <x⊙y>*. It follows that <x>*∩<y>* ⊆ <x⊙y>*, 
hence <x>*∩<y>* = <x⊙y>*.         ∎ 
 

 
             Theorem  5.11.10. The following assertions are equivalent: 
             (i)     (Ds(A),∨, ∧, *, {1}, A)  is a Boolean algebra  ; 
             (ii)   Every ds of A is principal and for every a∈A there exists n≥1 
such that a∨(an) * = 1 . 
 

Proof. (i) ⇒(ii). Let D ∈ Ds(A); since Ds(A) is a Boolean algebra, then       
D ∨ D* = A. So, for 0 ∈ A, there exist a ∈ D and b ∈ D* such that a ⊙ b = 0. 

Since b ∈ D*, by Remark 5.11.8, it follows that a∨b = 1. 
By r-c28 we deduce that a ∧ b = a ⊙ b = 0, that is b is the complement of a 

in L(A). Hence a, b ∈ B(A) = B(L(A)). 
If x ∈ D, since b ∈ D*, we have b∨x = 1. Since a = a  ∧ (b∨x) = (a ∧ b) 

∨ (a∧x) = a∧x we deduce that a ≤ x, that is, D = <a>. Hence every ds of A is 
principal. 

Let now x ∈ A; since Ds(A) is a Boolean algebra, then <x> ∨ <x>* = A 
⇔ <x>* (x) = A ⇔ {a ∈ A : a ≥ c ⊙ xn, with c ∈ <x>* and n ≥ 1} = A . 

So, since 0 ∈ A, there exist c ∈ <x>* and n ≥ 1 such that c ⊙ xn = 0. 
Since c ∈ <x>*, then x∨c = 1. By r-c15 , from c ⊙ xn = 0 we deduce c ≤ (xn )*. So 
1= x∨c ≤ x ∨ (xn )*, hence x ∨ (xn )* = 1 .  
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(ii) ⇒(i). By Remark 5.11.8, Ds(A) is a Heyting algebra. To prove that 
Ds(A) is a Boolean algebra, we must show that for D ∈ Ds(A), D* ={1} only for 
D=A.By hypothesis, every ds of A is principal, so we have a∈A such that D = <a>. 

Also, by hypothesis, for a ∈ A, there is n ≥ 1 such that a ∨ (an )* = 1. 
By Remark 5.11.8, (an )* ∈ <a>* = {1}, hence (an )* = 1, that is an = 0. We 

deduce that 0 ∈ D, hence D  = A.     ∎ 
                    
 
 
                 5.12. The Spectrum of a residuated lattice 
 

                                   This section contains new characterization for meet-irreducible and 
completely meet-irreducible ds of a residuated lattice A (see Definition 2.3.12).           

Lemma 5.12.1. Let D ∈ Ds(A) and a, b∈ A such that a∨b∈ A. 
Then D(a)∩D(b) = D. 

 
Proof. Clearly, D⊆D(a)∩D(b). To prove converse inclusion, let              

x∈ D(a)∩D(b). Then there are d1, d2∈D  and m, n ≥ 1 such that x ≥ d1⊙am and x 
≥ d2⊙bn. Then x ≥ (d1⊙am ) ∨ ( d2⊙bn ) ≥(d1 ∨ d2 ) ⊙ (d1 ∨bn ) ⊙ (d2 ∨am ) ⊙      
(a ∨ b)mn , hence x ∈ D, that is, D(a)∩D(b) ⊆ D, so we obtain the desired equality. 
∎ 

 
Corollary 5.12.2. For D∈  Ds(A) the following are equivalent : 
(i) If D = D1∩ D2, with D1, D2 ∈ Ds(A), then D = D1  or D = D2 ; 
(ii) For a, b∈A, if a∨b∈ D, then a∈D or b∈D. 

 
Proof.  (i) ⇒(ii). If a, b ∈ A such that a ∨ b ∈ D, then by Proposition 

5.12.1,  D(a)∩D(b) = D, hence D = D(a) or D = D(b), hence a ∈ D or b ∈ D. 
(ii) ⇒(i). Let D1, D2 ∈ Ds(A) such that  D = D1 ∩ D2. If by contrary, D ≠ 

D1 and D ≠ D2  then there are a ∈ D \ D1 and b ∈ D \ D2. If denote c = a ∨ b, then 
c ∈ D1 ∩ D2 = D, hence a ∈ D or b ∈ D, a contradiction.  ∎ 

 
            Definition 5.12.3. We say that P∈ Ds(A) is prime if P≠A and P verifies 
one of the equivalent assertions from Corollary 5.12.2. 
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            Remark 5.12.4. Following Corollary 5.12.2, P∈ Ds(A), P≠A, is prime iff 
P is a proper meet-irreducible element in the lattice (Ds(A), ⊆). 
 
            We denote by Spec(A)  the set of all prime ds of A.Spec(A) will be called 
the spectrum of A . 
 
           Theorem 5.12.5. (Prime ds theorem). If D∈Ds(A) and I is an ideal of the 
lattice L(A) such that D∩I = Ø , then there exists a prime ds P of A such D⊆P 
and P∩I = Ø. 
 
            Proof. Let FD = {D´∈ Ds(A) : D⊆ D´ and D´∩ I = Ø}. A routine 
application of Zorn’s lemma shows that FD has a maximal element P. Suppose by 
contrary that P is not a prime ds, that is, there are a, b∈A such that a∨b∈P  but  
a∉ P and b∉P. By the maximality of P we deduce that P(a), P(b)∉ FD, hence 
P(a)∩I≠Ø  and P(b)∩I≠Ø . 

Then there are p1∈ P(a)∩I and  p2∈ P(b)∩I. 
By Corollary 5.11.2, p1≥f⊙am and p2≥g⊙bn, with f, g∈P and m, n natural 

numbers.Then p1∨p2 ≥ (f⊙am)∨(g⊙bn)≥(f∨g)⊙(g∨am)⊙(f∨bn)⊙(bn∨am) ≥  
(f∨g)⊙(g∨am)⊙(f∨bn)⊙(a∨b)m.n. 

Since f∨g, g∨am, f∨bn , a∨b∈P we deduce that p1∨p2 ∈P; but p1∨p2 ∈I, 
hence  P∩I ≠ Ø , a contradiction. Hence P is a prime ds.  ■ 

 
                  Corollary 5.12.6. (i) If A is a non-trivial, then every proper ds of A 
can be extended to a prime ds; 

(ii) If D∈Ds(A) is proper and a∈A\D,then there exists P∈Spec(A)   such 
that D⊆P and a∉P; 

(iii)  If a∈A , a ≠ 0 , then there exists P∈Spec(A) such that a∈P; 
           (iv)  Every proper ds D of A is the intersection of all prime ds which 
contain D; 
            (v)  ∩Spec(A) = {1}. 
 

Proof. (i).It is an immediate consequence of  Theorem 5.12.5.  
            (ii).Consider  I = (a] .The condition  a∈A\D is equivalent with  D∩I = Ø , 
so we can apply Theorem 5.12.5.  
            (iii).Consider  D = <a> , I = {0} and apply Theorem 5.12.5. 
            (iv). Let Dʹ = {P ∈ Spec(A): D ⊆ P}; clearly D ⊆ Dʹ.  
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To prove another inclusion we shall prove the inclusion of the 
complementaries.If a ∉ D, then by (iii)  there is P∈ Spec(A) such that D⊆P and   a 
∉ P. There results that a∉{P ∈ Spec(A): D ⊆ P} = Dʹ, so a ∉ Dʹ, hence  Dʹ⊆ D, 
that is, D = Dʹ. 
              (v). Straightforward. ∎ 
 
             Examples 

 
1. Consider the example from Remark 5.8.4 (1) of residuated lattice A =     

[0, 1] which is not a BL-algebra. If x ∈ [0, 1] , x > 
4
1 , then x + x > 

2
1 , hence x ⊙ 

x = x ∧ x = x, so <x> = [x) = [x, 1]. If a, b ∈ A = [0, 1]  and a ∨ b ∈<x> = [x, 1], 
then a ∨ b = max{a, b} ≥ x, hence a ≥ x or b ≥ x. So, a ∈ <x> or b ∈ <x>, that 
is, <x> ∈ Spec(A).   

 2. Consider the residuated lattice A = {0, a, b, c, 1} from Remark 5.8.4 
(2). It is immediate  that Ds(A) = {{1}, {1, c}, {1, a, c}, {1, b, c}, A} and Spec(A) 
= {{1},{1, a, c},{1, b, c}}, since {1,c}= {1, a, c} ∩ {1, b, c}, then {1, c} ∉ 
Spec(A). Since ⊙ = ∧, the ds of A coincide with the filters of the associated lattice 
L(A). 

 
             Proposition 5.12.7. For a proper ds P of A we consider the following  
assertions : 

(1) P∈Spec(A); 
(2) If a, b∈A, and a∨b =1, then a∈P or b∈P; 
(3) For all a, b∈A, a→ b∈P or b→ a∈P; 
(4) A/P is a chain; 
 

Then : 
(i)     (1) ⇒(2) but (2)  ⇏ (1); 
(ii)    (3) ⇒ (1) but (1) ⇏ (3); 

            (iii)   (4) ⇒ (1) but (1) ⇏ (4). 
 
Proof . (i). (1) ⇒(2)  is clear by Corollary 5.12.2 (since 1∈D).  

             (2)  ⇏ (1).Consider the residuated lattice A = {0, a, b, c, 1} from  Remark 
5.8.4 (example 2).Then D = {1, c} ∉ Spec(A).Clearly , if x, y∈A and x∨y = 1 , 
then x = 1 or y = 1, hence x∈D or y∈D , but  D ∉ Spec(A). 
             (ii).To prove  (3) ⇒ (1) let a,b ∈A such that  a∨b∈P. 



Dumitru Buşneag 302

From r-c11 we deduce that a∨b ≤ [(a → b) → b]∧[(b→ a) → a], hence     
(a → b) → b, (b→ a) → a ∈P. If  a → b∈P, then b∈P; if  b→ a∈P, then a∈P, that 
is, P∈Spec(A). 
              (1) ⇏ (3). Consider also the residuated lattice A = {0, a, b, c, 1} from  
Remark 5.8.4 (Example 2). Then P={1}∈ Spec(A) .We have a→b = b≠1 and b→a 
= a≠1, hence a→b and b→a∉P. 
               (iii).To prove (4) ⇒ (1), let a, b∈A. Since A/P is supposed chain,a/P≤b/P 
or b/P≤a/P ⇔(by Proposition 5.10.4.) a→b∈P or b→a ∈P and we apply (ii). 
                (1) ⇏ (4).Consider A as above ; then P={1}∈ Spec(A) and  A/P ≈ A is 
not chain.  ■       

 
            Remark 5.12.8. If A is a BL-algebra, then all assertions (1)-(4) from 
Proposition 5.12.7 are equivalent (see [81]). 
 
             As in the case of Hilbert algebra (see  Theorem 5.3.11) we have : 

Theorem 5.12.9. For P∈ Ds(A), P≠A, the following assertions are 
equivalent : 

(i)   P ∈ Spec(A)    
(ii)  For any  x, y ∉ P  there is  z ∉ P  such that  x  ≤ z  and  y ≤ z. 

 
Theorem 5.12.10. For P ∈ Ds(A), P≠A, the following are equivalent : 
(i)    P∈Spec(A) ; 
(ii)   For every  H ∈ Ds (A), H → P = P or H ⊆ P ; 
(iii)  If  x, y ∈ A  and  <x> ∩ <y> ⊆ P, then  x ∈ P  or y ∈ P ; 
(iv)  For α, β ∈ A / P, α ≠1, β ≠ 1, there is  γ ∈ A / P  such that  γ ≠1  

and  α, β ≤ γ. 
 

Proof. (i)⇒(ii). Suppose that P is a prime and let H ∈ Ds(A); since Ds(A) 
is a Heyting algebra, by  Theorem 5.1.9. we deduce that  P = (H → P) ∩ ((H → P) 
→ P).Since  P is  meet-irreducible, then by Corollary 5.12.2 , P = P → H or P = (H 
→ P) → P; in the second case, since  H⊆(H → P) → P  we deduce that  H ⊆ P. 

(ii)⇒(i). Let D1, D2 ∈ Ds(A) such that  P = D1 ∩ D2; then D1 ⊆ D2 → P, 
so, if  D2 ⊆ P, then D2 = P and if D2 → P = P, then D1 = P.Hence (i)⇔(ii). 
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(i)⇒(iii). Let  x, y ∈ A such that  <x> ∩ <y> ⊆ P  and suppose that  x ∉ 
P,  y ∉ P; by  Theorem 5.12.9  there is z ∉ P such that  x ≤ z  and  y ≤ z. Then             
z ∈ <x> ∩ <y> ⊆ D, hence  z ∈ D,  a contradiction ! 

(iii)⇒(ii). Let H ∈ Ds(A) such that H ⊈ D and we shall prove that  H → P 
= P. Let  x ∈ H → P; then  <x> ∩ H ⊆ P and if  y ∈ H \ P, then <y> ⊆ H, hence   
<x> ∩ <y> ⊆ <x> ∩ H ⊆ D. Since y∉P, we deduce that  x ∈ P, hence H → P =  
P. 

(i)⇒(iv). Let α, β ∈A / P, α ≠ 1, β ≠ 1; then α = x / P, β = y / P  with  x, y 
∉ P. By  Theorem 5.12.9 there is z∉P such that  x ≤ z  and y ≤ z. If we take              
γ =  z / P∈A / P, γ ≠ 1 and  α, β ≤ γ, since  x → z = y → z = 1 ∈ P. 

(iv) ⇒ (i). Let x, y ∉ P; if we take  α = x / P, β = y / P, α, β ∈A / P,         
α≠1, β≠1, hence there is γ = z / P, γ ≠ 1, (hence  z ∉ P)  such that  α, β ≤ γ.           
             Thus x → z, y → z ∈ P.If consider t = (y→z) → ((x→z) →z), then by       
r-c11,we deduce that  x,y ≤ t. Since z ∉ P, then t ∉ P,hence P∈Spec(A) (by 
Theorem 5.12.9).  ∎ 
 

Corollary 5.12.11. If D ∈ Spec(A), then in Heyting algebra  Ds(A), D is 
dense  or regular element. 
 

Proof. If  H = D* ∈ Ds(A), by Theorem 5.12.10, (ii) we have D* ⊆ D or     
D* → D = D; in the first case we obtain  that  D*→ D = 1  or  D** = 1, hence     
D* = 0, so D is a dense element in Ds(A); in the second case we deduce that            
D* → D = D⇔ D** = D, hence D is a regular element in Ds(A). ∎ 
 

Theorem 5.12.12. If  every D ∈ Ds(A) has a unique representation as 
an intersection of  elements from Spec(A), then  Ds(A)  is a  Boolean algebra. 

 
Proof. To prove Ds(A) is a Boolean algebra, let D ∈ Ds(A) and consider 

Dʹ = {M ∈ Spec(A): D ⊈ M}∈ Ds(A). 
We have to prove that Dʹ is the complement of D in Heyting algebra        

Ds(A). 
Clearly D∩Dʹ={1}; if D∨Dʹ≠ A, then by Corollary 5.12.6 there is         

Dʹʹ∈ Spec(A) such that D∨Dʹ ⊆ Dʹʹ , hence D has two distinct representation as 
intersection of elements from Spec(A): 
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Dʹ = ∩ {M ∈ Spec(A): D ⊈ M} and  
Dʹ = Dʹʹ ∩ (∩ {M ∈ Spec(A): D ⊈ M}), a contradiction, hence            

D∨Dʹ = A, that is, Ds(A) is a Boolean algebra. ∎ 
 

Remark 5.12.13. For the case of lattices with 0 and 1 we have an 
analogous result of Hashimoto (see [47]). 
 
             As an immediate consequence of Zorn’s lemma we obtain : 

Proposition 5.12.14. If D∈Ds(A) and a∉D, there is a deductive system 
Ma maximal with the property that D ⊆ Ma and a ∉ Ma(we say that Ma  is 
maximal relative to a ). 

 
Theorem 5.12.15. Let D ∈ Ds(A),D ≠ A and a∈A\D. Then the following 

are equivalent : 
 (i)     D  is maximal relative to  a ; 
 (ii)   a ∉ D  and   (x ∉ D  implies  xn → a ∈ D for some n≥1). 
 

              Proof. (i)⇒(ii). Clearly a∉D. Let x∈A\D. If a∉D(x), since D⊂D(x) then 
by the maximality of D we deduce that D(x)= A, hence a∈ D(x), a contradiction !. 
We deduce that a∈D(x), hence a≥d⊙xn, with d∈D and n≥1. 

Then d ≤ xn → a, hence xn → a ∈ D.  
             (ii)⇒(i). Suppose by contrary that there is D´∈ Ds(A), D´≠ A such that 
a∉ D´ and  D⊂ D´ . Then there is x0∈ D´ such that x0∉D, hence by hypothesis 
there is n≥1 such that x0

n → a ∈ D⊂ D´. 
Thus from x0

n → a ∈ D´ and  x0
n ∈ D´ we deduce that  a∈ D´, a 

contradiction !   ■ 
 

Theorem 5.12.16. For D ∈ Ds(A), D≠A the following assertions are 
equivalent : 
             (i)  D is completely  meet-irreducibile ; 
             (ii) There is a ∉ D   such that  D  is maximal relative to a  . 
 

Proof. (i)⇒(ii). See [43, p.248] (since by Proposition 5.11.6, Ds(A)  is an 
algebraic lattice).  
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(ii)⇒(i). Let D∈Ds(A)  maximal relative to a and suppose D = I
Ii

iD
∈

with 

Di ∈ Ds(A) for every i∈I. Since a∉D there is j∈I such that a∉Dj. So, a∉Dj  and 
D⊆ Dj. 

By the maximality of D we deduce that D = Dj, that is, D is completely  
meet-irreducible  ∎ 

 
Theorem 5.12.17. For D ∈ Ds(A) the following are equivalent : 
(i)    D is meet-completely irreducible; 
(ii)   If  Dx

AIx
⊆

⊆∈
I )[ , then I ∩ D ≠ ∅ ; 

(iii) In the set  A/D \{1} there exists an element p with the property that 
for every α ∈ A/D\{1} there is n ≥ 1 such that  αn ≤ p. 
 

Proof. (i)⇒(ii). Straightforward. 
(ii)⇒(i). Let  D = I

Ii
iD

∈
 with Di ∈ Ds(A) for every  i∈I, and suppose that  

for every  i ∈ I  there exist xi ∈ Di \ D. Since <xi> ⊆ Di for every  i ∈ I, we deduce 
that  I

Ii
ix

∈
>< )( ⊆ I

Ii
iD

∈
= D, so, by hypothesis there is i∈I such that xi∈D,                     

a contradiction ! . 
(i) ⇒ (iii). By Theorem 5.12.16, D is maximal relative to an element  a ∉ 

D;  hence if denote  p = a / D ∈ A/D, p≠1 (since a∉D) and for every  α = b / D ∈ 
A / D with α ≠ 1 (hence b ∉ D) by Theorem 5.12.15 there is n ≥ 1 such that                 
bn →a∈D, that is, αn ≤ p . 

(iii) ⇒ (i). Let p = a/D ∈ A/D \{1} (that is, a ∉ D) and α = b/D∈ A/D \{1} 
(that is, b ∉ D). 

By hypothesis there is n ≥ 1 such that αn ≤ p ⇔ bn
 →a∈D. 

Then by Theorems 5.12.15 and 5.12.16 we deduce that D is completely 
meet-irreducible.∎ 
 
 
          d. Wajsberg algebras  

 
5.13. Definition. Examples. Properties.Rules of calculus 
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Definition 5.13.1.([81]). An algebra (L, →, * ,1) of type (2, 1, 0) will be 
called Wajsberg algebra if for every x, y, z ∈ L the following axioms are 
verified: 

w1: 1 → x = x ; 
w2: (x → y) → [(y → z) → (x → z )] = 1; 
w3: (x → y) → y = (y → x) → x ;  
w4: (x* → y*) → (y → x) = 1.  
 
A first example of Wajsberg algebra is offered by a Boolean algebra             

(L, ∨, ∧, ʹ, 0, 1), where for  x, y ∈ L, x → y = xʹ ∨ y. 
For more information about Wajsberg algebras,I recommend to the reader 

the paper [39]. 
              If L is a Wajsberg algebra, on L we define the relation  x ≤ y⇔x → y = 1;  
it is immediate that we obtain an order on L (called natural ordering). Relative to 
natural ordering ,1 is the greatest element of L. 

 
Theorem 5.13.2. Let L be a Wajsberg algebra and x, y, z ∈L. Then 
w-c1: If  x ≤ y, then y → z ≤ x → z;  
w-c2: x ≤ y → x;  
w-c3: If x ≤ y → z, then y  ≤ x → z; 
w-c4: x → y ≤ (z → x) → (z → y); 
w-c5: x → (y → z) = y → (x → z); 
w-c6: If  x ≤ y, then  z → x ≤ z → y;  
w-c7: 1* ≤ x ; 
w-c8: x* = x → 1*. 

 
Proof. w-c1. From w2 we deduce that  x → y ≤ (y → z) → (x → z); since  x 

→ y = 1, then (y → z) → (x → z) = 1, hence y → z ≤ x → z.  
 w-c2. From y ≤ 1 and w-c1 we deduce that 1 → x ≤ y → x,  hence               

x ≤ y → x. 
 w-c3. If  x ≤ y → z,  then  (y → z) → z  ≤ x → z. By  w3  we deduce that   

(z → y) → y  ≤ x → z. Since  y  ≤ (z → y) → y ⇒ y ≤ x → z. 
w-c4. By w2 we have that z → x ≤ (x → y) → (z → y), so by w-c3 we 

deduce that  x → y ≤ (z → x) → (z → y).      
w-c5. We have y ≤ (z → y) → y = (y → z) → z.  
By w-c4 we deduce that  (y → z) → z ≤ (x → (y → z)) → (x → z), hence              

y ≤ (x → (y → z)) → (x → z), therefore  x → (y → z) ≤ y → (x → z).  
Analogously another inequality, from where it follows the required 

equality.      
w-c6. It follows immediately from w-c4. 
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w-c7. We have x* → 1* ≤ 1 → x  = x ⇒ 1* ≤ x. 
w-c8. We have  x* ≤ (1*)* → x* ≤ x → 1* ( by  w-4).  
On the other hand, x* → 1* ≤ 1 → x = x ⇒ x → 1* ≤ (x* → 1*) → 1* =       

= (1* → x*) → x*  ⇒1* → x* ≤ (x → 1*) → x* (by  w-c3).  
Since 1* ≤ x* ( by  w-c6) ⇒ 1 = (x → 1*) → x*, hence x → 1* ≤ x* , so    

x → 1* = x*. ∎ 
 
We deduce that 1* is the lowest element of Wajsberg algebra L relative to   

natural ordering, that is, 1* = 0. 
As in the case of  residuated lattices, for  x ∈ L we denote x** = (x*)*. 
 
The following result is straightforward:  
 
Proposition 5.13.3. If L is a Wajsberg algebra and x, y ∈ L, then   
w-c9:  x** = x; 
w-c10: x* → y* = y → x , x* → y = y* → x; 
w-c11: x ≤ y ⇔ y* ≤ x*. 
 
Proposition 5.13.4. Let L be a Wajsberg algebra. Relative to the 

natural ordering, L become lattice, where for x, y ∈ L, x ∨ y = (x → y) → y 
and   x ∧ y = (x* ∨ y*)*. 

 
Proof. From w-c2  we deduce that x, y ≤ (x → y) → y. If z ∈ L is such that  

x, y ≤ z then x → z = 1 and by w1 we deduce that (x → z) → z  = z. Also,               
z → x ≤ y → x  hence (y → x) → x  ≤ (z → x) → x =  (x → z) → z = z or               
(x → y) → y ≤ z, therefore x ∨ y = (x → y) → y. 

To prove that x ∧ y = (x* ∨ y*)*, we observe that from  x*, y* ≤             
x* ∨ y* ⇒ (x* ∨ y*)* ≤ x** = x, y** = y.  
             Now let z ∈ L such that  z ≤ x, y. Then  x*, y* ≤ z* ⇒ x* ∨ y* ≤ z* ⇒     
z = z** ≤ (x* ∨ y*)*, hence x ∧ y = (x* ∨ y*)*. ∎ 

  
Corollary 5.13.5.  If L is a Wajsberg algebra and x, y ∈ L, then   
w-c12: (x ∧ y) * = x* ∨ y* ; 
w-c13: (x ∨ y) * = x* ∧ y*. 
 
  In what follows we want to mark some connections between Wajsberg  

algebras and  residuated lattices.  
If  L  is a  Wajsberg  algebra, for x, y ∈ L we define x ⊙ y = (x → y*)*. 
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Theorem 5.13.6. If (L, →, *, 1) is a Wajsberg algebra, then                      

(L, ∨, ∧, ⊙, →, 0, 1)  is a residuated lattice. 
 
Proof. To prove that the triple (L, ⊙, 1) is a commutative monoid, let        

x, y, z ∈ L. We have x ⊙ y = (x → y*)* = (x** → y*)* = (y → x***)* =             
(y → x*)* = y ⊙ x, hence the operation ⊙ is commutative.  

For the associativity of ⊙ we have: x ⊙ (y ⊙ z) = x ⊙ (z ⊙ y) =                 
x ⊙ (z → y*)* = [x → (z → y*)**]* =  [x → (z → y*)]* =  [z → (x → y*)]* =    
[z → (x → y*)**]* = z ⊙ (x → y*)* = z ⊙ (x ⊙ y) = ( x⊙ y) ⊙ z.    

Also, x ⊙ 1 = (x → 1*)* = (x → 0)* = x** = x.  
We have to prove x ⊙ y ≤ z ⇔ x ≤ y → z.   
Indeed, x ⊙ y ≤ z ⇔ (x → y*)* ≤ z ⇔ z* ≤ x → y* ⇔ x ≤ z* → y* =     

y → z ⇔ x ≤ y → z. ∎ 
 
Corollary 5.13.7. If L is a Wajsberg algebra and x, y, z ∈ L, then    
w-c14: (x ∨ y) → z = (x → z) ∧ ( y → z) ;  
w-c15: x → (y ∧ z) = (x → y) ∧ ( x → z) ;  
w-c16: (x → y) ∨ (y  → x) = 1 ;  
w-c17: (x ∧ y) → z = (x → y) → ( x → z) .  
 
Proof. w-c14, w-c15. Follows from  Theorem 2.13.6. 
w-c16. We have (y → x) → (x  → y) = [(x ∨ y) → x] → [(x ∨ y)  → y]= 

[x* → (x ∨ y)*] → [y* → (x ∨ y)*] = y* →{[x* → (x ∨ y)*] → (x ∨ y)*}=        
y* → [x* ∨ (x ∨ y)*] = [x* ∨ (x ∨ y)*]* → y =  [x ∧ (y ∨ x)] → y = x → y,  
hence  (x → y) ∨ (y  → x) =[(x → y) → (y  → x)] → (y → x) =                            
(y → x) → (y  → x) = 1. 

w-c17. We have (x ∧ y) → z = (x* ∨ y*)* → (z*)* = z* →(x* ∨ y*) =             
= z * → [(y* → x*) → x*] =  z * → [(x → y) → x*] = (x → y) → (z* → x*) =      
= (x → y) → (x → z). ∎  

 
Theorem  5.13.8. Let (L, ∨, ∧, ⊙, →, 0, 1) be a residuated lattice. Then     

(L, →, *, 1) is a Wajsberg algebra iff (x → y) → y = (y → x) → x, for every        
x, y ∈ L, where  x* = x → 0.  

 
Proof. “⇒”. Straightforward.  
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“⇐”. From (x → 0) → 0 = (0 → x) → x we deduce that  x** = 1 → x = x,  
hence x** = x, for x ∈ L. So, if we take into consideration the calculus rules r-c1 – 
r-c20 from Theorem 5.8.5, we deduce that w2 is true.  

For w-c5 : x* → y* = (x → 0) → (y → 0) = y → [(x → 0) → 0] =                 
y → x** = y → x and the proof is complete. ∎ 

 
Remark 13.9. For an example of residuated lattice which is not an 

Wajsberg algebra see [81, p.39].  
 

∗∗∗ 
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